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Abstract

This paper studies the macroeconomic implications of imperfect risk sharing implied by a class of New Keynesian models with heterogeneous agents. The models in this class can be equivalently represented as a representative-agent economy with wedges. These wedges are functions of households’ consumption shares and relative wages, and they identify the key cross-sectional moments that govern the impact of households’ heterogeneity on aggregate variables. We measure the wedges using U.S. household-level data, and combine them with a representative-agent economy to perform counterfactuals. We find that deviations from perfect risk sharing implied by this class of models account for only 7% of output volatility on average, but can have sizable output effects when nominal interest rates reach their lower bound.

Keywords: Business Cycles, Heterogeneous Agents, Risk Sharing

JEL codes: E32, E44

†Duke University and NBER
‡Stanford University and NBER
§University of Pennsylvania and NBER
1 Introduction

To what extent are households’ heterogeneity and deviations from perfect risk sharing important for aggregate fluctuations? Building on the influential quasi-aggregation result in Krusell and Smith (1998), the consensus view in macroeconomics has been that idiosyncratic risk and missing insurance markets were not an important driver of business cycle fluctuations. With the Great Recession, however, several economists pointed out that shocks and frictions at the micro level, such as tighter credit constraints or heightened idiosyncratic risk, could lead households to save more for precautionary reasons and explain the deep and persistent fall in aggregate consumption. Despite the recent advances in understanding how these economic forces play out in economies with nominal rigidities, it remains challenging to quantify these mechanisms. This is because their strength depends on modeling choices that are hard to discipline empirically, like the assumed set of risk-sharing mechanisms available to households, the nature of their idiosyncratic risk, and the timing and distribution of fiscal transfers and dividends.\footnote{A prominent example is Kaplan and Violante (2014), which shows that the consumption response to fiscal transfers is very different if households can trade one liquid asset or one liquid and one illiquid asset. Other modeling choices, which are inconsequential in representative agent economy, matter in heterogeneous agent economies such as the timing and distribution of the fiscal transfers (Kaplan, Moll, and Violante, 2018), how profits get distributed across households (Broer, Hansen, Krusell, and Oberg, 2018), and the cyclicality of idiosyncratic risk and access to liquidity (Werning, 2015).}

In this paper, we propose a method to quantify the importance of imperfect risk sharing for the business cycle and to help researchers discipline these modeling choices. We extend a result by Nakajima (2005) and show that the aggregate implications of a large class of economies with incomplete markets can be equivalently studied in a representative-agent economy with wedges. We measure these wedges using households-level data and combine them with the representative-agent model to evaluate the contribution of imperfect risk sharing for the U.S. business cycle. We find that these frictions account for only 7% of output volatility on average, but they can have much larger effects when nominal interest rates are at the zero lower bound. Indeed, we find that these frictions were key determinants of the depth and persistence of the Great Recession.

We apply our methodology to a class of New Keynesian models with heterogeneous agents. To keep the analysis transparent, the “macro block”—the details of production, nominal rigidities, the conduct of monetary policy, etc.—of these economies is the same as in the standard three equations model. The households’ decision problem, or “micro block”, is instead modeled in a more flexible way: households face idiosyncratic risk, and their ability to smooth these shocks depends on the risk-sharing mechanisms available to them, e.g. the set of financial assets they can trade, their financial constraints and the...
presence of redistributive fiscal transfers. We formulate these features so as to nest most of the specifications considered in the literature including incomplete market models in the Bewley-Hugget-Aiyagari tradition as well as those with endogenous debt limits as in Kehoe and Levine (1993) and Alvarez and Jermann (2000).

Our analysis builds on an equivalence result between these economies with heterogeneous agents and the canonical representative-agent New Keynesian model. For any heterogeneous agent economy in our class, the macroeconomic aggregates—output, inflation and nominal interest rates—satisfy the equilibrium conditions of a representative-agent economy with two wedges: one affecting the discount factor of the stand-in household and one affecting her labor supply. We call this the RA representation.

The discount factor wedge captures the failure of aggregation when consumption risk is not perfectly shared across households. To explain why the RA representation features this wedge, consider an household that is on her Euler equation in an heterogeneous agent economy. With isoelastic preferences and complete markets, her consumption is a constant fraction of aggregate consumption at every point in time. Thus, the Euler equation also holds for aggregate consumption, and there is no need for a discount factor wedge in the RA representation. If risk sharing is not perfect, instead, consumption inequality can vary over time and households’ consumption is no longer proportional to that of the aggregate. Therefore, the Euler equation evaluated using aggregate consumption does not typically hold, and the RA representation features a discount factor wedge.

The RA representation also features a wedge in the labor supply condition because of compositional changes in hours worked. To understand this result, consider an economy in our class and suppose that there is an increase in the cross-sectional dispersion of labor productivity. Because of substitution effects, high-productivity households will work more and low-productivity households will work less, a change in the composition of the labor force that leads to an increase in aggregate hours when measured in efficiency units. These compositional changes in worked hours that occur in the heterogeneous agent economy are captured in the RA representation by a wedge in the labor supply condition.

We derive expressions for these wedges as functions of households’ consumption shares and relative wages and emphasize two key properties. First, the mapping between the wedges and the micro allocation is the same for every model in our class. This implies that we do not need to take a stand on the details of the micro block for the purpose of measuring the wedges, as long as we have observations on households’ consumption and wages. Second, the wedges are a sufficient statistic for how households’ heterogeneity affects aggregate variables, in the sense that shocks and frictions at the micro level matter for the aggregate if and only if they generate time variation in these two statistics. This
makes the wedges ideal empirical targets for the analysis of incomplete market economies.

We use panel data from the Consumer Expenditure Survey to measure the two wedges for the U.S. economy over the 1992-2017 period. The labor supply wedge does not display much variation at business cycle frequencies, and it mostly reflects the secular increase in labor income inequality over this period. The discount factor wedge is, instead, countercyclical and it displays a persistent increase after the Great Recession.

We then turn to study the aggregate implications of these movements using the RA representation. It is well known that an increase in the discount factor can induce sizable output drops in representative-agent New Keynesian models, especially when the zero lower bound constraint binds (Christiano, Eichenbaum, and Rebelo, 2011). Indeed, these models typically need large increases in the discount factor to explain episodes of low interest rates, inflation and output, as for example the U.S. Great Recession. Frictions impeding risk sharing may be the root cause of these dynamics, and the increase in the discount factor wedge that we document provides qualitatively some support to this view. An important question is whether these movements are large enough to be quantitatively important.

To address this question, we use the realization of the wedges and data on output, inflation and nominal interest rates to jointly estimate the structural parameters of the RA representation and the stochastic process of the wedges. Given the estimated parameters, we use the RA representation to construct the counterfactual path for aggregate variables in an economy with complete financial markets—that is, an economy with time-invariant consumption shares. We show that the presence of complete financial markets reduces the standard deviation of output by only 7%, suggesting that deviations from perfect risk sharing contribute little on average to business cycle fluctuations. This is because, under the estimated monetary policy rule, increases in the discount factor wedge are offset by a reduction in nominal interest rates, with little effects on aggregate demand.

To further explore the role of the policy rule, we perform the same counterfactual during the Great Recession, an episode where the monetary authority was constrained by the zero lower bound. In this case, we find that imperfect risk sharing explains a third of the observed output losses and it helps accounting for the slow recovery. This result underscores the importance of accounting for constraints on monetary policy when evaluating

\[ \text{This is especially true for New Keynesian models that, unlike the one we study here, feature capital accumulation. Away from the zero lower bound, an increase in the discount factor typically generates a comovement problem between consumption and investment, as first suggested by Barro and King (1984) for neoclassical models. At the zero lower bound, this does not happen because the higher discount factor can lead to higher real interest rates.} \]
the aggregate implications of imperfect risk sharing.\textsuperscript{3}

We conclude our paper by studying what feature of the micro data is responsible for the rise in the discount factor wedge during the Great Recession and what this tells us about the economic mechanisms behind our results. In our application, the discount factor wedge is the sample average of the inverse change in the consumption shares for a group of households that we identify as financially unconstrained. We show that the increase in this statistic is driven mostly by an increase in the dispersion of consumption growth for these households. This pattern cannot be rationalized by models with simple form of heterogeneity, such as the “two-agent” New Keynesian model studied in Gali, López-Salido, and Vallés (2007) and Bilbiie (2008). However, it is consistent with models in the Bewley-Hugget-Ayiagari tradition, specifically those that have emphasized heightened consumption risk and precautionary savings as a key driver of the fall in aggregate consumption during the Great Recession.

The economic literature has proposed two main mechanisms that can explain the increase in consumption risk of unconstrained households: higher volatility of their labor income, as for example in Bayer, Lütticke, Pham-Dao, and Tjaden (2019), versus a deterioration of the risk sharing mechanisms available to them, such as a tightening of credit constraints as in Guerrieri and Lorenzoni (2017). To explore which of these two mechanisms better accounts for the observed patterns, we study the relation between consumption and income during the Great Recession. We find that the data favors the second explanation, as the documented increase in the dispersion of consumption growth for unconstrained households is mostly due to higher sensitivity of consumption to income rather than an increase in the dispersion of the latter.

\textbf{Related Literature.} Our research contributes to a growing literature that introduces heterogeneous agents and incomplete financial markets in New Keynesian models. Thanks to recent computational advances, researchers have used these environments to study how frictions impeding risk sharing across households affect the transmission mechanism of monetary and fiscal policy and more generally the business cycle.\textsuperscript{4} Closely related to our work are the papers of Bayer, Born, and Luetticke (2020), Auclert, Rognlie, and Straub

\textsuperscript{3}See also Schaab (2020) for a discussion of this point in an heterogeneous agent New Keynesian model with a zero lower bound constraint.

(2020) and Bilbiie, Primiceri, and Tambalotti (2022), who estimate medium sized New Keynesian models with heterogeneous agents. These are fully structural models and can be used to perform a variety of counterfactuals. However, they require the researchers to specify the details of the micro block—such as the set of financial assets available to households, their borrowing constraints, the risk they face, etc.

The main contribution of our paper is to recognize that we can be agnostic about these details of the micro block when performing some of these counterfactuals, as long as we observe households’ consumption choices. Specifically, our methodology allows one to assess the business cycle effects of imperfect risk sharing. We think that this is important for two reasons. First, our approach is less subject to misspecifications of the micro block and, by nesting most of the frameworks studied in this literature, it provides a benchmark calculation. Second, our paper identifies two sufficient statistics for the aggregate implications of households’ heterogeneity in a broad class of models, and it suggests an approach to measure them. In this sense, our contribution is complementary to structural modeling because researchers could fruitfully use these wedges as a calibration target to discipline their models. We believe this is important because, unlike structural modeling, our approach cannot be used for welfare assessment or policy analysis.\(^5\)

The counterfactuals that we perform are related to the business cycle accounting methodology of Chari, Kehoe, and McGrattan (2007). There are two main differences between these procedures. First, in our approach the wedges are measured using household-level observations, rather than being chosen to replicate the observed path of aggregate data. By doing so, we are able to isolate the wedges due to imperfect risk sharing.\(^6\) Second, our main quantitative experiment constructs the path for macroeconomic variables in a counterfactual economy with complete financial markets. This is not equivalent to the approach of Chari, Kehoe, and McGrattan (2007), which assesses the effects of specific wedges on the business cycle.

The idea that heterogeneous agents’ economies admit an RA representation with wedges was developed by Maliar and Maliar (2001, 2003) for complete markets economies following the insight of Constantinides (1982), and by Nakajima (2005) and more recently by Werning (2015) and Debortoli and Gali (2017, 2022) for economies with incomplete markets. In general, these time-varying wedges are endogenous equilibrium objects in the hetero-

\(^5\)The latter is due to the endogeneity of the wedges to the policy regime. In this sense, our methodology is valid only for ex-post evaluations similar to Arkolakis, Costinot, and Rodríguez-Clare (2012) in the international trade literature.

\(^6\)For example, if we were to only use aggregate data to measure the wedge in the Euler equation of the RA representation we would not be able to distinguish the discount factor wedge due to imperfect risk sharing from any other friction that would take the form of an Euler equation wedge. By using micro-data, we are able to separately identify the former.
geneous agent economy under consideration, although recent papers derive the mapping between primitives and the wedges in some specific economies (Werning, 2015; Acharya and Dogra, 2018). Krueger and Lustig (2010) provide conditions under which the discount factor wedge is constant over time and it is therefore irrelevant for aggregate fluctuations. Our paper is the first to exploit this representation to quantify the macroeconomic implications of imperfect risk sharing.

Finally, there is a connection between our paper and the literature that evaluates the asset pricing implications of models with heterogeneous households. See for example Brav, Constantinides, and Geczy (2002), Vissing-Jørgensen (2002), Krueger, Lustig, and Perri (2008), and Kocherlakota and Pistaferri (2009). The goal of these papers is to estimate the stochastic discount factor with micro data given a particular form of market incompleteness. This is similar to the construction of the discount factor wedge in our approach. Clearly the scope of our analysis differs from these papers.

Layout. The paper is organized as follows. Section 2 introduces the class of heterogeneous agents economies at the center of our application. Section 3 derives the RA representation and discusses why this representation is a useful tool for the evaluation of heterogeneous agents models. Section 4 discusses how we estimate the preference wedges using panel data and approximate their stochastic process. In Section 5 we measure the preference wedges and combine these series with the RA representation to measure the role of imperfect risk sharing for the U.S. business cycle. We finish this section by discussing which models are most consistent with the patterns we identify in the micro data. Section 6 concludes.

2 New Keynesian models with heterogeneous agents

In this section we introduce a class of New Keynesian models with heterogeneous households. The models in this class share the same specification for households’ preferences, technology, market structure and the conduct of monetary policy—elements that are borrowed from the prototypical “three equations” New Keynesian framework. However, they can differ in the details of the households’ decision problem, such as the cyclicality of idiosyncratic risk faced by households, the set of assets they can trade, their financial constraints, as well as the timing and distribution of fiscal transfers.

Environment. Time is discrete and indexed by $t = 0, 1, \ldots$. The economy is populated by a continuum of households, final good producers, intermediate good firms, and the
monetary authority. There are two types of states: aggregate and idiosyncratic. We denote the aggregate state by \( z_t \) and the idiosyncratic state by \( v_t \), both of which are potentially vector valued. Let \( z^t = (z_0, z_1, ..., z_t) \) be a history of realized aggregate states up to period \( t \) and \( v^t = (v_0, v_1, ..., v_t) \) be a history of idiosyncratic states up to period \( t \). We also let \( s_t = (z_t, v_t) \) and \( s^t = (z^t, v^t) \). Let \( \Pr(s^t|s^{t-1}) \) be the probability of a history \( s^t \) given \( s^{t-1} \). We assume that \( \Pr(s^t|s^{t-1}) = \Pr(v^t|v^{t-1}, z_t) \Pr(z^t|z^{t-1}) \) and allow for the possibility that the aggregate states affect the distribution of the idiosyncratic states. To reduce the notation, the initial idiosyncratic state \( v_0 \) also indexes the initial distribution of assets for such agent and the initial aggregate state \( z_0 \) indexes the initial distribution of such variables. Thus, without loss of generality, we express all the individual variables as a function of history \( s_t \) and, in a symmetric equilibrium, aggregate quantities and prices are functions of \( z^t \).

Households are infinitely lived and have preferences over consumption, \( c(s^t) \), and hours worked, \( l(s^t) \), given by

\[
\sum_{t=0}^{\infty} \sum_{s^t} \beta^t \Pr(s^t|s_0) \tilde{\theta}(z^t) U(c(s^t), l(s^t)),
\]

where \( \beta \) is the discount factor and \( \tilde{\theta}(z^t) \) is a shock to the marginal utility of consumption and disutility of labor defined recursively as \( \tilde{\theta}(z^{t+1}) = \theta(z_{t+1}) \tilde{\theta}(z^t) \). We further assume that the period utility is given by

\[
U(c, l) = \frac{c^{1-\sigma} - 1}{1 - \sigma} - \frac{l^{1+\psi} \chi}{1 + \psi}.
\]

with \( \sigma > 0 \) and \( \psi > 0 \).

The final good is produced combining differentiated intermediate goods according to the technology

\[
Y(z^t) = \left( \int_0^1 y_j(z^t)^{\frac{1}{\mu}} dj \right)^{\mu},
\]

where \( \mu \) is related to the (constant) elasticity of substitution across varieties, \( \varepsilon \), by the following, \( \mu = \varepsilon / (\varepsilon - 1) \). The intermediate inputs indexed by \( j \) are produced using labor

\[
y_j(z^t) = A(z_t)n_j(z^t),
\]

where \( A(z_t) \) is an aggregate technology shock, common across firms, and \( n_j(z^t) \) is labor in efficiency units utilized by the producer of intermediate good \( j \). Feasibility requires that

\[
\int n_j(z^t) dj = \sum_{v^t} \Pr(v^t|z^t) e(v_t) l(v^t, z^t),
\]
where the right side is the supply of labor in efficiency units. Each individual \( v^t \) is associated to a particular level of efficiency \( e(v_t) \): hiring more high-efficiency types, holding total hours worked fixed, results in higher output produced by the firm. This individual-specific productivity shock \( e(v_t) \) generates idiosyncratic labor income risk for households.

We now describe the market structure for this economy with a particular emphasis on the households side.

**Households.** Households enter the period with financial assets and they work for intermediate good producers. They choose consumption, new financial positions and labor in order to maximize their expected life-time utility.

We model financial markets in a flexible way. Households can trade a risk-free nominal bond. We denote by \( b(s^t) \) the position taken today by a household and by \( 1 + i(z^t) \) the nominal return on the bond. Households can also trade a set \( \mathcal{K} \) of additional assets, with the nominal payout of a generic asset \( k \in \mathcal{K} \) given by \( R_k(s^t, s_{t+1}) \). We let \( q_k(s^t) \) be the price of the asset. This formulation allows for different types of financial assets: individual Arrow securities, shares of the intermediate good firms, complex financial derivatives, etc. We let \( a_k(s^t-1) \) be the holdings of assets \( k \) that a household with history \( v^{t-1} \) has accumulated after an aggregate history \( z^{t-1} \). Trades in these additional financial assets potentially require transaction costs \( T(\{a_k(s^t)\}_{k \in \mathcal{K}}, s^t) \) that can depend on the inherited portfolio \( \{a_k(s^t-1)\}_{k \in \mathcal{K}} \), the new portfolio \( \{a_k(s^t)\}_{k \in \mathcal{K}} \), and \( s^t \). The transaction costs do not apply to \( b(s^t) \), so our framework does not nest limited participation economies where agents must pay a fixed cost to change their position in nominal bonds.

In addition, we allow for a number of constraints that potentially restricts the financial positions that households can choose,

\[
H \left( b(s^t), \{a_k(s^t)\}_{k \in \mathcal{K}}, s^t \right) \geq 0
\]

for some vector-valued function \( H \). We refer to the set of constraints in (6) as *trading restrictions*. We assume that purchasing risk-free nominal bonds weakly relaxes the trading restrictions, \( \partial H (b, \{a_k\}_{k \in \mathcal{K}}, s^t) / \partial b \geq 0 \).

The set of assets \( \mathcal{K} \), the transaction costs \( T \), and the trading restrictions in (6) are a flexible way of representing different sets of risk-sharing mechanisms available to households. Our formulation nests the economy with complete financial markets, when the set of assets spans all possible aggregate and idiosyncratic histories and there are no transaction costs or trading restrictions. In addition, it encompasses as special cases a large class of models with incomplete financial markets: the Bewley-Huggett-Aiyagari economy, the two-assets
economy in Kaplan and Violante (2014) and Kaplan, Moll, and Violante (2018), the endogenous debt limits in Alvarez and Jermann (2000), or the various restrictions on asset trading in Chien, Cole, and Lustig (2011, 2012). Note, also, that the $H$ function can depend on $s^t$, so we allow for aggregate and idiosyncratic shocks to affect households’ financial constraints. Moreover, our formulation allows for heterogeneity in households’ access to assets other than the risk-free nominal bond, a property that is critical to account for the wealth distribution in the data.

Given initial assets’ holdings, households choose \{\(c(s^t), l(s^t), b(s^t), \{a_k(s^t)\}_{k \in \mathcal{K}}\)\} to maximize their utility subject to the trading restrictions in (6) and the nominal budget constraint,

\[
P (z^t) c (s^t) + \frac{b(s^t)}{1 + i(z^t)} + \sum_{k \in \mathcal{K}} q_k(s^t) a_k(s^t) + P(z^t) T(\{a_k(s^{t-1})\}_{k \in \mathcal{K}}, \{a_k(s^t)\}_{k \in \mathcal{K}}, s^t) \\
\leq W (z^t) e(v_t) l(v^t, z^t) - T(s^t) + b \left( s^{t-1} \right) + \sum_{k \in \mathcal{K}} R_k \left( s^{t-1}, s^t \right) a_k \left( s^{t-1} \right),
\]

where \(W (z^t)\) is the nominal wage per efficiency units and \(T(s^t)\) are lump-sum taxes.

Because of the assumption that \(\frac{\partial H}{\partial b} \geq 0\), a necessary condition for optimality is

\[
\frac{1}{1 + i(z^t)} \geq \beta \sum_{s_{t+1}} \left\{ \frac{\Pr (s_{t+1} | s^t) \theta(z_{t+1})}{1 + \pi (z^{t+1})} \left[ \frac{c(s^t, s_{t+1})}{c(s^t)} \right]^{\sigma} \right\}, \tag{7}
\]

where \(\pi(z^{t+1}) = P(z^{t+1})/P(z^t) - 1\) is the net inflation rate. This condition must hold with equality if the trading restrictions on the nominal bond do not bind. For the rest of the paper, we assume that there always exist an agent for which equation (7) holds as an equality. Because \(\frac{\partial H}{\partial b} \geq 0\), equation (7) holds with equality for households with the highest valuation for the risk-free bond.

The condition for the optimality of labor supply is

\[
\chi l(s^t)^\psi = w(z^t) e(v_t) c(s^t)^{-\sigma} \tag{8}
\]

where \(w(z^t) = W(z^t)/P(z^t)\) is the real wage per efficiency unit.

**Final good producers.** The final good is produced by competitive firms that operate the production function in (3). From their decision problem, we can derive the demand function for the\(j\)-th variety

\[
y_j(z^t) = \left( \frac{P_j(z^t)}{P(z^t)} \right)^{\mu/(1-\mu)} Y(z^t) \tag{9}
\]
where \( P_j(z^t) \) is the price of variety \( j \) and \( P(z^t) = \left[ \int P_j(z^t)^{1/(1-\mu)} \, dj \right]^{1-\mu} \) is the price index.

**Intermediate good producers.** Each intermediate good is supplied by a monopolistic competitive firm. The monopolist of variety \( j \) operates the technology (4). The firm faces quadratic costs to adjust their prices relative to the inflation target of the monetary authority \( \bar{\pi} \),

\[
\kappa \left[ \frac{P_j(z^t)}{P_j(z^{t-1}) (1 + \bar{\pi})} - 1 \right]^2.
\]  

(10)

The problem of firm \( j \) is to choose its price \( P_j(z^t) \) given its previous price \( P_j(z^{t-1}) \) to maximize the present discounted value of real profits. As is well known, state prices in incomplete market economies are not uniquely determined. The issue is even more complex in our framework because we are purposefully not fully specifying the set of assets available and the trading restrictions in (6). We resolve this indeterminacy by assuming that the firm discounts future profits using the real state price

\[
Q(z^{t+1}) = \beta \max_{\theta} \left\{ \Pr(z^{t+1}|z^t) \theta(z_{t+1}) \sum_{\nu_{t+1}} \Pr(\nu^{t+1}|z^{t+1}, \nu^t) \left[ \frac{c(\nu^{t+1}, \nu^{t+1})}{c(z^t, \nu^t)} \right]^{-\sigma} \right\}.
\]  

(11)

That is, firms discount future profits using the marginal rate of substitution of the agent that values dividends in a given aggregate state next period the most. This would be the equilibrium state price if all agents could trade aggregate Arrow securities.

The firm’s problem can be written recursively as

\[
V(P_j, z^t) = \max_{P_j, y_j, n_j} \frac{P_j y_j}{P(z^t)} - w(z^t) n_j(z^t) - \kappa \left[ \frac{P_j}{P_j(1 + \bar{\pi})} - 1 \right]^2 + \sum_{z^{t+1}} Q(z^{t+1}|z^t) V(P_j, z^{t+1})
\]  

(12)

subject to the production function (4) and the demand function (9).

The solution to the firm’s problem together with symmetry across firms requires that the following version of the New Keynesian Phillips curve holds in equilibrium

\[
\tilde{\pi}(z^t) = \frac{1}{\kappa (\mu - 1)} Y(z^t) \left[ \frac{\bar{w}(z^t)}{A(z_t)} - 1 \right] + \sum_{z^{t+1}} Q(z^{t+1}|z^t) \tilde{\pi}(z^{t+1})
\]  

(13)

where we define \( \tilde{\pi}(z^t) = [(\pi(z^t) - \bar{\pi})/(1 + \bar{\pi})] \times [(\pi(z^t) + 1)/(1 + \bar{\pi})] \) and \( w(z^t)/A(z_t) \) is the real marginal cost for producing a unit of the final good.
Monetary and fiscal policy. The monetary authority follows a standard Taylor rule
\[ 1 + i(z^t) = \max \left\{ \left[ 1 + i(z^{t-1}) \right]^{\rho_i} \left[ \left( 1 + \pi(z^t) \right) \frac{\gamma \pi^{-1}}{1 + \pi} \right]^{-\rho_i} \exp \{ \epsilon_m(z_t) \}, 1 \right\}, \quad (14) \]
where \((1 + \tilde{i}) = (1 + \tilde{\pi})/\beta\) is the nominal interest in a deterministic steady state of the model and \(\epsilon_m(z_t)\) is a monetary shock. Because of the zero lower bound, whenever the interest rate predicted by the Taylor rule is negative, the monetary authority sets the nominal interest rate to zero.

The evolution of the aggregate supply of the nominal bond, \(B(z^t)\), and taxes, \(T(s^t)\), must satisfy the government budget constraint,
\[ B(z^{t-1}) = \frac{B(z^t)}{1 + i(z^t)} + \sum_{v^t} \Pr (v^t|z^t) T(z^t, v^t). \quad (15) \]

Equilibrium. In equilibrium, the labor market, goods markets, and financial markets clear. Specifically, market clearing in the nominal bond market requires that
\[ \sum_{v^t} \Pr (v^t|z^t) b(z^t, v^t) = B(z^t). \quad (16) \]
For the other assets, given the asset supply \(\tilde{a}_k(z^t)\), market clearing requires that
\[ \sum_{v^t} \Pr (v^t|z^t) a_k(z^t, v^t) = \tilde{a}_k(z^t). \quad (17) \]
Moreover, since firms’ equity is the only asset in positive net supply other than the nominal risk-free bond, the supply of the other assets available and their returns \(R_k\) must satisfy the following restriction to ensure that agents budget constraints is consistent with the aggregate resource constraint:
\[ \sum_{k \in K} \sum_{v^t} \Pr (v^t|z^t) R_k(z^t, v^t) \tilde{a}_k(z^{t-1}) - \sum_{k \in K} q_k(z^t) \bar{a}_k(z^t) = D(z^t) \quad (18) \]
where \(D(z^t) = [P(z^t) - W(z^t)/A(z_t)] Y(z^t) - \kappa [(1 + \pi(z^t))/(1 + \tilde{\pi}) - 1]^2/2\) are aggregate nominal firm profits.

We can then define an equilibrium for this economy.

Definition 1. Given an asset structure \((K, T, R_k, \tilde{a}_k, H)\), the distribution of initial assets and lagged prices, an equilibrium is a set of households’ allocations \(\{c(s^t), l(s^t), b(s^t), a_k(s^t)\}\), a fiscal policy \(\{B(z^t), T(s^t)\}\), prices \(\{P(z^t), W(z^t), 1 + i(z^t), Q(z^t), q_k(z^t)\}\), and aggregates \(\{C(z^t), Y(z^t)\}\)
such that i) the households’ allocation solves the households’ decision problem, ii) the price for the final good solve (12) with $P(z^t) = P_j(z^t)$, iii) the state price is given by (11), iv) the nominal interest rate satisfies the Taylor rule (14), v) the government budget constraint (15) is satisfied, and vi) markets clear in that (16)–(18) hold and

$$Y(z^t) = C(z^t) + \frac{\kappa}{2} \left[ \frac{\pi(z^t) - \bar{\pi}}{1 + \bar{\pi}} \right]^2 + T(z^t)$$

where aggregates are given by

$$Y(z^t) = A(z_t) \sum_{v^t} Pr(v^t|z^t) e(v^t, z^t)$$

$$C(z^t) = \sum_{v^t} Pr(v^t|z^t) c(z^t, v^t),$$

and $T(z^t)$ are the aggregate transaction costs,

$$T(z^t) = \sum_{v^t} Pr(v^t|z^t) T(\{a_k(s^t-1)\}_{k \in K}, \{a_k(s^t)\}_{k \in K}, s^t).$$

3 The RA representation

We now show that the aggregate variables in the class of New Keynesian models just described can be equivalently derived from the equilibrium conditions of a representative agent economy with wedges. We refer to this as the RA representation. Section 3.1 derives the RA representation, while Section 3.2 discusses how we can use it for counterfactual analysis. Section 3.3 and 3.4 study specific economies nested in our framework that admits an analytical mapping between the model primitives and the wedges. This analysis will be useful to build intuition on how different types of shocks and frictions studied in the literature affect the wedges on the RA representation.

3.1 Equilibrium representation

Toward establishing the RA representation for our class of New Keynesian models, let us define the following statistics:

$$\beta(v^t, z^{t+1}) \equiv \sum_{v^t_{t+1}} Pr(v^t_{t+1}|v^t, z^{t+1}) \left( \frac{c(z^{t+1}, v^t, v^t_{t+1}) / C(z^{t+1})}{c(z^t, v^t) / C(z^t)} \right)^{-\sigma}$$

$$\omega(z^t) \equiv \left[ \sum_{v^t} Pr(v^t|z^t) \left( \frac{c(z^t, v^t)}{C(z^t)} \right)^{1+\psi} e(v^t) \frac{v^t}{\psi} \right]^{-\psi}.$$
We then have the following proposition where we assume that the aggregate transaction costs, $T(z^t)$, are negligible.

**Proposition 1.** Suppose that \( \{ C(z^t), Y(z^t), \pi(z^t), i(z^t), Q(z^{t+1}) \} \) are part of an equilibrium of an heterogeneous agent economy described in Section 2. Then, they must satisfy the aggregate Euler equation,

$$
\frac{1}{1 + i(z^t)} = \beta \max_{\psi} \sum_{z_{t+1}} \text{Pr}(z^{t+1}|z^t) \left[ \theta(z_{t+1}) \beta(v^t, z^{t+1}) \left( \frac{C(z^{t+1})}{C(z^t)} \right)^{-\sigma} \right],
$$

(21)

the Phillips curve,

$$
\tilde{\pi}(z^t) = \frac{Y(z^t)}{\kappa (\mu - 1)} \left[ \mu \chi Y(z^t)^{\psi} C(z^t)^{\sigma} \omega(z^t) - 1 \right] + \sum_{z_{t+1}} Q(z^{t+1}|z^t) \tilde{\pi}(z^{t+1})
$$

(22)

the Taylor rule (14), the resource constraint,

$$
Y(z^t) = C(z^t) + \frac{\kappa}{2} \left[ \frac{\pi(z^t) - \tilde{\pi}}{1 + \tilde{\pi}} \right]^2,
$$

(23)

and

$$
Q(z^{t+1}|z^t) = \beta \max_{\psi} \left\{ \beta(v^t, z^{t+1}) \text{Pr}(z^{t+1}|z^t) \theta(z_{t+1}) \left( \frac{C(z^{t+1})}{C(z^t)} \right)^{\sigma} \right\},
$$

(24)

given \( \{ \beta(v^t, z^{t+1}), \omega(z^t) \} \) defined in (19) and (20).

The proof for this result is straightforward, and it extends the result of Nakajima (2005) to an economy with nominal rigidities.

The aggregate Euler equation (21) is obtained by substituting the households’ marginal rate of substitution in (7) using the definition of $\beta(v^t, z^{t+1})$ and noting that under our assumptions the Euler equation holds for agents with the highest valuation of the bond—those attaining the maximum in equation (21).

For the aggregate Phillips curve (22) we proceed as follows. We raise both sides of households’ labor supply condition (8) by $1/\psi$, multiply them by $e(v^t)C(z^t)^{\sigma}/\psi$, and average across households to obtain

$$
\chi^{1/\psi} \left[ \sum_{v^t} \text{Pr}(v^t|z^t)e(v^t)l(s^t) \right] C(z^t)^{1/\psi} = \omega(z^t)^{1/\psi} \left[ \sum_{v^t} \text{Pr}(v^t|z^t) \left( \frac{C(z^t, v^t)}{C(z^t)} \right)^{1/\psi} e(v^t)^{1/\psi} \right].
$$

We can then use the production function (4) and the definition of $\omega(z^t)$ in (20) to express
the real wage as
\[
    w(z_t) = \chi \left[ \frac{Y(z_t)}{A(z_t)} \right]^{\psi} C(z_t)^{\sigma} \omega(z_t).
\]
We then substitute the above expression in equation (13) to obtain the aggregate Phillips curve (22).

The equilibrium conditions (14), (21), (22) and (23) are equivalent to those of a representative agent New Keynesian with two wedges: one in the Euler equation and one in the Phillips curve. We refer to the first as the discount factor wedges, and to the second as the labor supply wedge. These wedges are functions of the individual allocations in the original heterogeneous agent economy and do not typically have a structural interpretation.

Discussion. Before moving forward, we discuss some potential limitations of our framework. First, while we have been flexible on the households’ decision problem, we made restrictive assumptions about other aspects of the model. For instance, there is no capital accumulation in this economy, wages are perfectly flexible, all movements in labor are at the intensive margin, and we have taken a stand on some of the aggregate shocks driving the economy—the technology, monetary and preference shock. In Online Appendix A we show that it is relatively straightforward to derive an equivalent of Proposition 1 for economies with a more complex macro block. Specifically, we derive the RA representation in a model that features capital accumulation, one with frictions in financial intermediation as in Gertler and Karadi (2011) and Gertler and Kiyotaki (2010), and for a small open economy model where asset prices matter for the amount of borrowing as in Mendoza (2010). All these economies admit an RA representation similar to the one in Proposition 1, with a discount factor and labor supply wedge as defined in (19) and (20). Thus, these model ingredients do not affect the mapping between the micro-level allocations and the wedges, but they entail a different propagation of these wedges to aggregate outcomes.

Second, we have restricted households’ preferences to be separable and isoelastic. While the definition of the wedges relies on this assumption, it is worth pointing out that we can obtain similar RA representations for different sets of preferences. For example, in Online Appendix C.1 we consider an economy where households’ preferences allow for corner solutions in worked hours. There, we show that this economy admits an RA representation as in our benchmark economy, but with a slightly different labor supply wedge. In addition, Online Appendix A.4 studies an economy where households have preferences over durable and non-durable consumption goods. Also in this case we derive the RA representation and find it to be quite similar to the one of our benchmark. Interestingly, the two are identical when the underlying heterogeneous agents economy features no dispersion across
households in the ratio between durable and non-durable consumption.

Third, we have assumed that firms discount future profits using the marginal rate of substitution of the agent that values dividends the most.\footnote{An alternative would be to follow the approach in Makowski (1983a) and Makowski (1983b) and let the state price used by the firm be the valuation of the agent that maximizes the firm’s stock value for any possible choices for the firm, assuming that agents can trade stocks without frictions. See Bisin, Clementi, and Gottardi (2017) for a recent illustration of the appealing implications of this approach.} This choice is arbitrary, but it does not affect the definition of the wedges in the RA representation. That is, different assumptions on firms capital structure choices and dividend distribution policies affect households’ consumption, but do not alter the mapping between households consumption choices and the wedges.

### 3.2 Using the RA representation for model evaluation

Proposition 1 has two main implications. The first implication is that the wedges summarize all the information from the micro block of the model that is needed to characterize the behavior of aggregate variables. That is, they are sufficient statistics for the specifics of the model regarding the set of assets traded, the transaction costs and trading restrictions faced by households, the fiscal policy \( \{B(z^t), T(s^t)\} \), and the nature of their idiosyncratic risk. The second implication is that the mapping between individual allocations and the wedges is invariant to the details of the micro block, in the sense that for all the economies nested in the environment of Section 2, the relation between \( \{\beta(v^t, z^{t+1}), \omega(z^t)\} \) and the households’ allocation is the same and it is given by equation (19) and (20). These two properties, in turn, make the RA representation a useful device for the empirical analysis of New Keynesian economies with heterogeneous agents.

First, suppose that we have a procedure to measure \( \{\beta(v^t, z^{t+1}), \omega(z^t)\} \) using observations on households’ consumption shares and labor productivities. Because these are sufficient statistics for how the “micro block” affects macroeconomic variables, they also provide an informative empirical target for the calibration/evaluation of a specific model. Researchers that wish to use a specific model nested in this class should make sure that their model fits the statistical properties of the wedges observed in the data.

Second, we can use the RA representation to address a question that goes back to the seminal work of Krusell and Smith (1998)—to what extent imperfect risk sharing across households matters for aggregate fluctuations. To address this question, one needs to compare the behavior of observed macroeconomic variables to those that would arise in a world where households could perfectly insure their idiosyncratic risk. These counterfactuals can be computed using the RA representation, as the next result shows.
**Proposition 2.** Consider the class of heterogeneous agent economies described in Section 2 and suppose that financial markets are complete—the set of assets $\mathcal{K}$ contains Arrow securities contingent on the realizations of the aggregate and idiosyncratic state and there are no trading restrictions other than a non-binding no-Ponzi condition. Then, if $\{C^m(z^t), Y^m(z^t), \pi^m(z^t), i^m(z^t), Q^m(z^t+1)\}$ are part of an equilibrium they satisfy (14), (21), (22), (23) and (24) with

$$\beta^c(z^t, z^{t+1}) = 1$$

(25)

$$\omega^c(z^t) = \left[ \sum_{v^t} \mathrm{Pr}(v^t|z^t) \varphi(v_0) \frac{\varphi}{\varphi} e(v_t) \frac{1+\psi}{\psi} \right]^{-\psi}.$$  

(26)

This result is an application of the aggregation result of Constantinides (1982) that Maliar and Maliar (2001, 2003) extend to economies with endogenous labor supply. Given isoelastic preferences, the complete market economy features constant consumption shares for households, implying that $\beta^c(z^t, z^{t+1}) = 1$. So, the Euler equation of the heterogeneous agent economy with complete markets coincides with the Euler equation of the representative-agent economy. Aggregate labor supply in the complete-market economy, however, can differ from that of the representative-agent economy because of substitution effects due to idiosyncratic productivity shocks. These differences are captured by the wedge $\omega^c(z^t)$.

To explain how we can leverage Proposition 1 and 2 to quantify the macroeconomic effects of imperfect risk sharing, let us assume for now that we know the probability distribution of $z^t$ and the stochastic process for $\{\theta(z^t), A(z^t), \varepsilon_m(z^t), \beta(v^t, z^{t+1}), \omega(z^t), \omega^c(z^t)\}$. Thus, given a realization of $z^t$, we can use the RA representation of Proposition 1 to obtain the underlying equilibrium path for aggregate variables—output, inflation and nominal interest rates. We label these the *actual paths*. We can then compare these paths to the *complete markets paths* computed by setting $\beta(v^t, z^{t+1}) = 1$ and $\omega(z^t) = \omega^c(z^t)$ in the RA representation. These paths will differ because they feature a different realization and a different stochastic process for the wedges: by comparing the two we are able to isolate the impact that imperfect risk sharing has for macroeconomic aggregates over the particular history $z^t$.

In order to carry out this counterfactual, we need a procedure to measure the realiza-

---

8To understand this expression, suppose that $\psi = 1$ and households have the same initial wealth, so that $\varphi(v_0) = 1$. In this case, $\omega(z^t) = \mathrm{Var}[e(v_t)]|z^t|^{-1}$. When the variance of $e(v_t)$ increases, the labor supplied by high productivity households increases and the one supplied by the low productivity households declines because of a substitution effect. So, labor supply goes up when measured in efficiency units. This effect is captured by a decline in $\omega(z^t)$ in the RA representation—an increase in the labor supply of the stand-in household.
tion of \{\beta(v^t, z^{t+1}), \omega(z^t), \omega^{cm}(z^t)\} using households’ level data and to approximate their stochastic process. We will discuss these two issues in Section 4 and apply our framework to U.S. data in Section 5. Before moving there, though, let us discuss how different economic mechanisms maps in the wedges of the RA representation using some analytically tractable examples. We will focus mostly on the discount factor wedge because it turns out to be empirically the dominant factor in our application to the U.S. economy.

Readers less interested in these examples can move directly to Section 4 without losing the thread.

3.3 Households’ precautionary savings and the discount factor wedge

We now illustrate Proposition 1 using two examples. In the first example we study an incomplete market economy where households’ idiosyncratic income risk is time-varying. In this economy, an increase in the volatility of households’ income leads to higher incentives to save for precautionary reasons, which can result in a fall in aggregate consumption and output—a mechanism studied recently by Bayer et al. (2019), Heathcote and Perri (2018) and Ravn and Sterk (2021) to explain the depth and persistence of the Great Recession. In the second example, instead, we consider an economy where households’ precautionary saving motives are triggered by a time-varying borrowing constraint, as in Guerrieri and Lorenzoni (2017). In both examples, we show that these time-varying precautionary motives are captured in the RA representation by the discount factor wedge \(\beta(v^t, z^{t+1})\).

Labor income risk and the discount factor wedge. Let \(\sigma = 1\) and the idiosyncratic productivity shocks evolve according to

\[
\Delta \log[e(v_{t+1})] = -\frac{\sigma^2(z_t)}{2} + \epsilon_{t+1} \quad \epsilon_{t+1}|z^{t+1} \sim \mathcal{N}(0, \sigma^2(z_t)).
\]

That is, idiosyncratic productivity is a random walk with Gaussian shocks. The standard deviation of individual productivity growth varies over time with the aggregate state: when \(\sigma^2(z_t)\) is high, households face higher income risk.

We assume that households can only trade the risk-free bonds in zero net supply and face the borrowing limit \(b(s^t) \geq 0\). These two assumptions imply that households cannot save in equilibrium.\(^9\) Therefore, all households are hand-to-mouth and consume every...
period their after tax income, $e(v_t) \left[ w(z^t)l(s^t) + T(z^t) \right]$. Furthermore, we can verify from the labor supply condition (8) and $\sigma = 1$ that $l(s^t)$ is the same across individuals. So, we have $c(s^t) = e(v_t)C(z^t)$ from the aggregate resource constraint.

Given the equilibrium consumption function, the relative marginal rate of substitution of the households are just functions of the idiosyncratic income process,

$$\left( \frac{c(z^{t+1}, v_t, v_{t+1})}{c(z^t, v_t)} \right)^{-1} = \frac{e(v_t)}{e(v_{t+1})}.$$ 

Substituting these expressions in equation (19) and (20) we can compute the implied $\beta(v^t, z^{t+1})$ and $\omega(z^t)$ of this economy:

$$\beta(v^t, z^{t+1}) = \exp \{ \sigma^2(z_t) \}$$
$$\omega(z^t) = 1.$$ 

The discount factor wedge is the same across households and it depends on the realization of the aggregate shock at date $t$: the higher idiosyncratic income risk at date $t$, the more “patient” the stand-in household in the RA representation. The labor supply wedge is constant over time because households supply the same amount of labor in equilibrium.

This example is useful to understand how the interaction between idiosyncratic risk and incomplete financial markets can affect aggregate variables in New Keynesian models with incomplete markets. Suppose that households face higher idiosyncratic risk, that is $\sigma^2(z_t)$ increases. Because of incomplete markets, households respond to heightened risk by increasing their demand of the risk-free bond. In equilibrium, households are hand-to-mouth, so aggregate savings cannot change. Thus, the increase in households’ demand of savings must be met in equilibrium by a fall in real interest rates and/or by a decline in their income at date $t$. Whether these precautionary motives are mostly reflected on prices or quantities depends on the response of the monetary authority.

**Households’ borrowing constraint and the discount factor wedge.** We consider the same environment of the previous example but change the specification of the households’ borrowing constraint. The debt limits are now given by $b(s^t) \geq -\phi_t(z)Y_t(z)$. We assume that $z$ can take two values, $z \in \{z_L, z_H\}$. If $z = z_L$, then debt limits are tight forever as in the previous example, $\phi_t(z) = 0$ for all $t \geq 0$. If $z = z_H$, however, then debt limits are tight at $t = 0$, but agents can borrow a fraction $\phi > 0$ of aggregate output from period $t = 1$ onward. Thus, the realization of $z$ at date $t = 0$ determines to what extent households can hedge future income shocks by borrowing. We simplify the idiosyncratic income process
and assume that $e_t$ can take two values with equal probability, $e_H$ and $e_L$ with $e_H > e_L$.

In period 0, because $\phi_0(z) = 0$ irrespective of the realization of $z$, all households are hand-to-mouth and consumption is proportional to the idiosyncratic shock, $e_0(e_0, z) = e_0 C_0(z)$. The same is true from period 1 onward if $z = z_L$. Under the more relaxed debt limit, instead, households that have a negative income shocks can borrow from households with positive income shocks, so the allocation will be different. In period 1, for example, we have $c(e_0, e_H, z_H) = \left[ e_H - \Delta \right] C_1(z_H)$ and $c(e_0, e_L, z_H) = \left[ e_L + \Delta \right] C_1(z_H)$ for $\Delta > 0$. Thus, households’ consumption at date $t = 1$ is less volatile when $z = z_H$ than when $z = z_L$.

As in the previous analysis, households’ precautionary motives depend on the realization of the aggregate shock. If $z = z_L$, households face more volatile consumption in the future and have higher precautionary savings motives, which puts downward pressures on interest rates and output. If $z = z_H$, households have a lower precautionary savings motives, so output and interest rates are higher.

The RA representation captures these effects via the discount factor wedge, which is higher when $z = z_L$ than when $z = z_H$. To see why, consider the households that at date zero have high income. These are those with the highest incentives to save and they are thus the ones achieving the maximum in equation (21). Using their consumption, we can express the discount factor wedge as

$$\beta(e_H, z_L) = \frac{1}{2} \frac{e_H}{e_H} + \frac{1}{2} \frac{e_H}{e_L} \frac{e_H}{e_H} - \Delta + \frac{1}{2} \frac{e_H}{e_L} + \Delta = \beta(e_H, z_H).$$

So, higher precautionary motives induced by a tightening of future debt limits are isomorphic to a higher discount factor wedge in the RA representation.

### 3.4 The role of hand-to-mouth consumers

A series of recent papers has emphasized the critical role of agents with high marginal propensity to consume (MPCs) for the amplification of aggregate shocks in New Keynesian models with incomplete markets, see for example Auclert, Rognlie, and Straub (2018) and Kaplan and Violante (2022). At first sight, it appears that these considerations are not factored in the RA representation: after all, the discount factor wedge is computed using only the consumption share of unconstrained households—those with low MPCs. As we show in this subsection, however, this is not true, as the discount factor wedge can depend on the behavior of constrained households because of general equilibrium.

---

11 In equilibrium, $\Delta = b(e_0, e_H, z_H)/C_1(z_H) > 0$ if $\phi > 0$.

12 The labor supply wedge is equal to one at time zero—as in the previous example—because households are hand-to-mouth and $\sigma = 1$. 
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To explore this point, we consider an economy with MPCs heterogeneity. In this economy, a transfer from low to high MPCs households increases output, an effect that is stronger the larger is the share of high MPCs households in the population. We then derive the RA representation and show two results. First, the discount factor wedge declines with the transfers. Second, the sensitivity of the discount factor wedge to the transfer increases in the share of high MPCs households.

The economy last two periods, \( t = 0, 1 \), and there are only two levels for idiosyncratic productivity in period 0, \( e_0 \in \{e_L, e_H\} \). We let \( \mu_L \) be the probability of drawing \( e_L \). In period 1, all agents have \( e_1 = 1 \). As in the previous examples, we assume that households can trade only the nominal bond. The household’s budget constraints are,

\[
c_{i,0} + b_i \leq e_i w_0 l_{i,0} + T_0
\]
\[
c_{i,1} \leq w_1 l_{i,1} + b_{i,1}(1 + r) - T_{i,1}.
\]

We assume that households face tight debt limits, \( b_i \geq 0 \) and prices are assumed to be fully sticky in period 0 and perfectly flexible in period 1, \( \kappa_0 = \infty \) and \( \kappa_1 = 0 \). To simplify further, the monetary authority sets nominal interest rates so that \( \beta (1 + i) P_0 / P_1 = 1 \), implying a constant real rate equal to \( 1 / \beta \).

Fiscal policy works as follows. In period 0 the government taxes firms’ profits and issues debt \( B \), redistributing the proceed in a lump-sum fashion to all households. In period 1 the government taxes firms’ profits and households to repay the debt issued in period 0. The taxes are lump-sum and type-specific. The government budget constraints are

\[
T_0 = B + \Pi_0
\]
\[
\sum_i \mu_i T_{i,1} = B(1 + r) + \Pi_1.
\]

Market clearing requires that \( B = \sum_i \mu_i b_i \). To simplify the algebra, we further assume that the type specific taxes in period 1 are \( T_{i,1} = (1 + r) b_i + \Pi_1 \), so agents have the same consumption in the last period. We assume \( \sigma = \psi = 1 \) and choose \( \chi \) so that \( c_{i,1} = 1 \) for all \( i \). From this it follows that \( C_1 = 1 \).

A full characterization of this example is presented in Online Appendix B. Because \( e_L < e_H \), the debt limit binds for low productivity households if \( T_0 \) is small enough. These households are effectively hand-to-mouth, as they consume all of the additional transfer they may receive. In contrast, the consumption of high productivity households is constant over time because \( (1 + r) = 1 / \beta \), and equal to 1 because \( c_{H,1} = 1 \). Thus, since consumption
of high productivity households does not move with transfers while the consumption of low productivity households moves one for one with transfers, the higher is the share of agents with high marginal propensity to consume, $\mu_L$, the larger is the response of aggregate consumption and output to $T_0$. This is illustrated in the left panel of Figure 1, where we set $\beta = 0.9$ for illustration.

Let us now consider how the RA representation captures these effects. The aggregate Euler equation is

$$\frac{1}{C_0} = \beta \hat{\beta}_H (1 + r) \frac{1}{C_1},$$

(27)

where $\hat{\beta}_H$ is the discount factor wedge for the unconstrained households—those with high productivity in period 0,

$$\hat{\beta}_H = \frac{C_1}{c_{H,1}} \cdot \frac{C_0}{c_{H,0}} = \frac{c_{H,0}}{(1 - \mu_L) c_{H,0} + \mu_L c_{L,0}} = \frac{1}{(1 - \mu_L) + \mu_L c_{L,0}}.$$

From the above expression we can see that the discount factor wedge depends on the consumption of constrained households and on their share in the population, even though we use only the consumption share of unconstrained households to compute it. We can then use the RA representation to study the aggregate effects of $T_0$. The higher the transfer, the higher the consumption of constrained households, the lower is the discount factor wedge $\hat{\beta}_H$. In addition, the higher the share of high MPCs households, $\mu_L$, the larger the sensitivity of the discount factor wedge to $T_0$, a result that is illustrated in the right panel of Figure 1. The falls in $\hat{\beta}_H$ then leads to an increase in aggregate consumption via (27).\(^\text{13}\)

\(^{13}\)In this example, $\beta(1 + r) = 1$ and $C_1 = 1$. So, the aggregate Euler equation (27) can also be written as
This example illustrates more generally how the RA representation captures the amplification mechanism that takes place in the canonical “two-agent” New Keynesian model.\textsuperscript{14} As explained in Bilbiie (2020), this model produces amplification when the income of hand-to-mouth households responds more than one-for-one to a change in aggregate income. So, when aggregate income falls because of some shock, the consumption of hand-to-mouth households falls by more, and this sets in motion the amplification mechanism. The RA representation captures the amplification via the discount factor wedge: the fact that the consumption of hand-to-mouth falls by more than aggregate income implies that the consumption \textit{share} of the unconstrained households increases, which result in an increase in the discount factor wedge.

4 Measuring the wedges

As we discussed in Section 3.2, we need a procedure to measure the wedges and to approximate their stochastic process in order to use the RA representation for counterfactual analysis. We now explain how we accomplish these two steps. In Section 4.1 we show how we can use panel data to estimate the realization of the wedges, while Section 4.2 introduces a class of stochastic processes that we use to approximate their law of motion.

4.1 Measuring the wedges from panel data

Let us denote by \(i\) a household with an history of idiosyncratic shocks \(v^i\). We assume that we observe a panel of \(N\) households’ consumption choices and wage per worked hours, \(\{c_{i,t}, w_{i,t}\}\) and the time series for aggregate consumption and wages, \(\{C_t, W_t\}\). We also assume that we observe households’ financial assets and liabilities.\textsuperscript{15} In what follows, we show how we can use these observations to recover the realization of the wedges.

Let us start with the discount factor wedge. From equation (19) we have that the discount factor wedge is the conditional expectation, across realizations of the idiosyncratic state, of the change in the consumption share between two periods raised to a power of \(-\sigma\). If we observed multiple histories of consumption choices for the same households we could compute this statistic for each household \(i\) by averaging across these different consumption histories. This approach is clearly not feasible because we observe only one consumption

\[ 1/C_0 = \hat{\beta}_{H}, \] describing an inverse relation between \(C_0\) and \(\hat{\beta}\).

\textsuperscript{14}This model features limited participation in the bond market, so it is not formally nested in our framework. However, it still has an RA representation in line with that of Proposition 1. See Online Appendix A.5 for this derivation.

\textsuperscript{15}In our application these data series will be residualized in order to control for demographic factors and other households’ characteristics that are not included in our model.
path for each household, so we need an alternative way of estimating this conditional expectation.

We proceed as follows. For each household in the panel we compute the consumption shares \( \varphi_{i,t} = c_{i,t}/C_t \). We then group households with similar characteristics at date \( t \), leaving us with \( G \) groups. For each of group \( g \in G \), we compute the statistic

\[
\beta_{g,t+1} = \frac{1}{N_g} \sum_{i=1}^{N_g} \left( \frac{\varphi_{i,t+1}}{\varphi_{i,t}} \right)^{-\sigma},
\]

where \( N_g \) is the number of households in group \( g \) at time \( t \).

The logic behind this approach builds on two premises. The first is that by grouping households along observable characteristics we are proxying for the individual history \( v^t \). The second is that the size of the groups is large enough so that \( \beta_{g,t+1} \) approximates the conditional expectation in equation (19) by the law of large numbers.

In our application of Section 5, we will consider partitions based on households’ labor income and net worth: at date \( t \) we group households according to whether their labor income is above or below median income and, within each of these two groups, whether their net worth is above or below the group median. Thus, for each \( t \), we end up with four different groups of households of approximately equal size: low income/low net worth, low income/high net worth, high income/low net worth and high income/high net worth. For each group \( g \), we use equation (28) to construct \( \beta_{g,t+1} \). The rationale behind this partition is that income and net worth are sufficient statistics for an individual history \( v^t \) in benchmark incomplete market economies.

Let us now turn to the measurement of \( \omega_t \). From equation (20) we can see that we need two households-level observations to construct this series: the consumption shares \( \varphi_{i,t} \) and the idiosyncratic productivity \( e_{i,t} \). In the class of models described in Section 2, idiosyncratic productivity equals the ratio between the wage per hour of household \( i \) and the average hourly wage in the economy, \( e_{i,t} = w_{i,t}/W_t \). Given \( \{ \varphi_{i,t}, e_{i,t} \} \), we can then compute the wedge \( \omega_t \) using the expression

\[
\omega_t = \left[ \frac{1}{N} \sum_{i=1}^{N} \left( \varphi_{i,t}^{-\varphi} e_{i,t}^{\psi} \right)^{1+\varphi} \right]^{-\frac{1}{\psi}}.
\]

If \( N \) is large enough, this expression is equivalent to the one in (20).

Finally, consider \( \omega_{t,cm} \) defined in equation (26). To compute this object, we need the observed idiosyncratic productivity and the counterfactual behavior for the consumption shares in the economy with complete markets. Given our assumptions on households’
preferences, consumption shares are not time-varying when markets are complete, but they can be potentially different across households because of initial heterogeneity in wealth. Therefore, to compute $\omega_{t}^{cm}$, we need to know the initial distribution of consumption shares and its correlation with $e_{i,t}$ for every $t$. In our application we will assume that the moments of the initial distribution are those of the first year in our sample. That is, we compute $\omega_{t}^{cm}$ as follows

$$\omega_{t}^{cm} = \left[ \frac{1}{N} \sum_{i=1}^{N} \frac{\varphi_{i,1}}{1} \times \frac{1}{N} \sum_{i=1}^{N} e_{i,t} \right]^{-\frac{1}{\psi}}. \quad (30)$$

### 4.2 Stochastic process for the wedges

As in Chari, Kehoe, and McGrattan (2007), we assume a Markov structure for the states, $Pr(s_{t}|s_{t-1}) = Pr(s_{t}|s_{t-1})$, and suppose that the equilibrium outcome is induced by a recursive competitive equilibrium. Under these assumptions, $\{\beta_{i,t+1}, \omega_{t+1}, \omega_{t+1}^{cm}\}$ are functions of the aggregate state variables of the model. In what follows, we specify a class of stochastic process for the wedges based on a first-order approximation of these functions.

In a recursive competitive equilibrium, endogenous variables are functions of idiosyncratic and aggregate states. Let $(z, X)$ be the current realization of the aggregate exogenous and endogenous states, with transition $X' = \Gamma(X, z)$, and let $(v, x)$ be the exogenous and endogenous idiosyncratic states of the model, with transition $x' = \gamma(x, v, z, X)$.

To make things more concrete, consider a simple economy nested in the class of models of Section 2. Suppose that households can only save and borrow in the risk-free nominal bond and face a borrowing limit $b_{i,t+1} \geq -\phi$, and assume that their idiosyncratic productivity $e$ is an AR(1) process. In a recursive competitive equilibrium, the exogenous aggregate state is $z = [\theta, A, \varepsilon_m]$, the endogenous aggregate state is $X = [\Psi(e, b), i]$—with $\Psi$ being the distribution of individual productivity and bond holdings, and $i$ the lagged nominal interest rate—and the idiosyncratic state variables would be $v = e$ and $x = b$.

Due to the recursive structure, it is straightforward to derive the implied stochastic processes for the discount factor wedge. Denoting by $\varphi(v, x, z, X)$ the consumption share of an household $i$ with individual characteristics $(v, x)$ in the aggregate state $(z, X)$, we can write the discount factor wedge for this household $i$ as

$$\beta_{i,t+1} = \sum_{v_{t+1}} \Pr(v_{t+1}|v_{t}, z_{t+1}) \left( \frac{\varphi(v_{t+1}, z_{t+1}) \gamma(v_{t}, x_{t}, z_{t}, X_{t}), z_{t+1}, \Gamma(z_{t}, X_{t}))}{\varphi(v_{t}, x_{t}, z_{t}, X_{t})} \right)^{\sigma} = f_{\beta_{i}}(X_{t}, z_{t}, z_{t+1}).$$

Similarly, we can see that in a recursive competitive equilibrium $\omega_{t+1} = f_{\omega}(X_{t}, z_{t}, z_{t+1})$ and
\( \omega_{t+1}^{cm} = f_{\omega^{cm}}(X_t, z_t, z_{t+1}) \).

Letting \( \hat{y}_t \) be the log-deviation of variable \( y_t \) from its steady state, we can express the law of motion of the wedges \( T_{t+1} = [\hat{\beta}_{t+1}, \hat{\beta}_{2,t+1}, \ldots, \hat{\omega}_{t+1}, \hat{\omega}_{t+1}^{cm}]' \), up to a first-order approximation, as

\[
T_{t+1} = A \times \hat{X}_t + B \times \hat{z}_t + C \times \hat{z}_{t+1},
\]

(31)

where the matrices \([A, B, C]\) are functions of the primitives of the model.

While (31) is effectively a first order approximation to the true law of motion for \( T_{t+1} \), there is a practical hurdle in using it in our application: this is because certain elements of \( z_t \) and \( X_t \) may not be defined in the RA representation. To explain this issue, let us go back to the example discussed earlier. In that heterogeneous agent economy, the distribution \( \Psi(e, b) \) is a state variable; however, it does not directly appear in the RA representation. In view of this issue, let us partition \( z_t \) and \( X_t \) as follows:

\[
z_t = [z_t^{RA}, z_t^{HA}]
\]

\[
X_t = [X_t^{RA}, X_t^{HA}]
\]

where \( (z_t^{RA}, X_t^{RA}) \) denote the aggregate states that are also defined in the equivalent RA economy while \( (z_t^{HA}, X_t^{HA}) \) are aggregates states in the heterogeneous agents economy that do not directly appear in the RA representation. We then approximate (31) with

\[
T_{t+1} = \Phi(L) \times T_t + A \times \hat{X}_t^{RA} + B \times \hat{z}_t^{RA} + C \times \hat{z}_{t+1}^{RA} + \epsilon_{t+1},
\]

(32)

where \( \Phi(L) \) is a polynomial in the lag operator and \( \epsilon_{t+1} \) are innovations with variance-covariance matrix \( \Sigma \). Essentially, our approach consists in proxying for the missing state variables in (31) with lagged values of \( T_{t+1} \).\(^\text{17}\)

4.3 Monte Carlo analysis

In Section 4.1 and 4.2 we have discussed how to measure the wedges using panel data and we have proposed a law of motion to capture their behavior. We have made two main approximations in this process. First, the discount factor wedge is computed by averaging the changes in consumption shares of different households with similar characteristics rather than using different histories of the same individual. Second, we cannot condition on all the relevant state variables when considering the law of motion for the wedges because some of these state variables may not be defined in the RA representation. In Online Appendix C we study whether these approximations work well in practice by performing a Monte Carlo analysis on data simulated from benchmark incomplete markets economies.

\(^{16}\)That is, in the RA representation the distribution \( \Psi(e, b) \) affects aggregate variables through its effect on the wedges.

\(^{17}\)These approximations are common in macroeconomics. For example, they are used when deriving the Vector Autoregressive representation of Dynamic Stochastic General Equilibrium models, see Fernández-Villaverde, Rubio-Ramírez, Sargent, and Watson (2007).
We consider two economies, the Krusell and Smith (1998) economy and the Guerrieri and Lorenzoni (2017) economy. In both cases, we solve the model and simulate 500 panel datasets comparable to the one we will use in our application to the U.S. economy—10000 households for 25 years. For each of these panel datasets, we proceed in three steps. First, we use households’ observations to construct the wedges following the same approach described in Section 4.1. Second, we use the realization of the wedges to estimate the stochastic process in equation (32) with just one lag in $\Phi(L)$. Third, given the estimated stochastic process for the wedges, we solve for the behavior of aggregate variables using the RA representation. Our test consists then in comparing moments for aggregate variables computed using the RA representation with the actual moments from the heterogeneous agent economy.

Online Appendix C describes in details these steps and provide the results of these experiments. There, we show that our approach to measure the wedges and to approximate their stochastic process works extremely well for both economies, and that the moments computed using the RA representation are identical to the ones of the true underlying economy with heterogeneous agents.

5 An application to the U.S. economy

We now apply our framework to U.S. data. In Section 5.1 we use the Consumer Expenditure Survey (CE) to measure the wedges. In Section 5.2 we jointly estimate their stochastic process and the structural parameters of the RA representation. Section 5.3 uses the estimated model to assess the impact of imperfect risk sharing for the U.S. business cycle, while Section 5.4 performs an event study of the Great Recession. Section 5.5 concludes by discussing different economic mechanisms that can explain the fluctuations in the wedges that we document in the data.

5.1 Measuring the wedges

We use the CE to collect information on income, expenditures, employment outcomes, wealth and demographic characteristics for U.S. households between 1992 and 2017. Households in the CE report information on consumption expenditures for a maximum of four consecutive quarters, income and employment information are collected in the first and last interview, and wealth information in the last interview only.\footnote{The CE asks questions about how assets and liabilities have changed in the preceding year, which allows us to back-date wealth information. See \url{https://www.bls.gov/opub/mlr/2012/05/art3full.pdf}.} Online Appendix D
provides details on variable definitions and sample selection, presents summary statistics of the underlying micro data, and compares them to previous studies.

The model of Section 2 abstracts from important determinants of consumption and income, for example demographics. In order to improve the mapping between model and data, we use panel regressions to partial out the effects of these possible confounders. Denoting by \( \hat{c}_{i,t} \) the log of consumption expenditures for household \( i \), we estimate the following linear equation

\[
\hat{c}_{i,t} = \alpha + \gamma' X_i + e_{i,t},
\]

where \( X_i \) includes dummies for the sex, race, education, age of the head of household and the state of residence. Our measure of residualized consumption is then \( c_{i,t} = \exp\{\alpha + e_{i,t}\} \).

We repeat this procedure for all variables used in the analysis. All monetary variables are converted in 2000 dollars using the CPI-U and are reported in per-capita terms.

One concern with our analysis is that measurement errors may affect the computation of the wedges. We perform five steps to mitigate this concern. First, we winsorize the variables used in the construction of the wedges at the top and bottom 1% (year-by-year) in order to correct for reporting mistakes that could result in extreme outliers. Second, we follow Vissing-Jørgensen (2002) and use semi-annual changes when computing \( c_{i,t+1}/c_{i,t} \) in order to minimize time aggregation and category switching concerns. Third, we obtain the change in households’ consumption shares, \( \varphi_{i,t+1}/\varphi_{i,t} \), by scaling \( c_{i,t+1}/c_{i,t+1} \) with corresponding semi-annual changes in aggregate consumption \( C_{t+1}/C_t \) from U.S. National Accounts—arguably less subject to measurement errors. Fourth, we de-mean the wedges, a step that helps dealing with the presence of classical measurement errors. Fifth, we explicitly model a measurement error for the wedges when estimating their stochastic process.

In order to measure the wedges, we set the coefficient of relative risk aversion and the Frisch elasticity of labor supply to one, \( \sigma = \psi = 1 \), conventional values in the literature.

**The discount factor wedge.** We measure \( \beta_{g,t} \) following the approach described in Section 4.1. Each of the four groups of households contains approximately 875 observations per year. For each household in group \( g \) we compute the semi-annual change in consumption

---

19 Our results are comparable when we instead compute aggregate consumption using the cross-sectional average of consumption expenditures in the CE, see Online Appendix D.5.

20 To understand why de-meaning helps, consider the construction of the discount factor wedge. Suppose that observed consumption is related to the true consumption as follows, \( c_{i,t} = c_{i,t}^{\text{true}} \times \exp\{\eta_{i,t}\} \) where \( \eta_{i,t} \sim \mathcal{N}(-\sigma_{\eta}^2/2, \sigma_{\eta}^2) \) is a classical measurement error. Simple calculations, then, show that \( \beta_{g,t}^{\text{true}} \times \exp\{\sigma_{\eta}^2\} \) when \( N_g \) is large. So, de-meaning \( \beta_{g,t} \) (in logs) removes the bias due to measurement error. A similar derivation can be done for the labor disutility wedge.
Table 1: Summary statistics for the discount factor wedge

<table>
<thead>
<tr>
<th></th>
<th>Mean($\hat{\beta}_{g,t}$)</th>
<th>Corr($\hat{\beta}<em>{g,t}, \hat{\beta}</em>{g,t-1}$)</th>
<th>Stdev($\hat{\beta}_{g,t}$)</th>
<th>Corr($\hat{\beta}_{g,t}, \bar{Y}_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low income/low net worth</td>
<td>-0.03</td>
<td>0.38</td>
<td>0.04</td>
<td>0.12</td>
</tr>
<tr>
<td>Low income/high net worth</td>
<td>-0.02</td>
<td>0.63</td>
<td>0.05</td>
<td>0.25</td>
</tr>
<tr>
<td>High income/low net worth</td>
<td>0.00</td>
<td>0.53</td>
<td>0.04</td>
<td>-0.15</td>
</tr>
<tr>
<td>High income/high net worth</td>
<td>0.01</td>
<td>0.33</td>
<td>0.04</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Notes: For each t, we partition households into four groups depending on their income and net worth at date t as described in Section 4.1. We then compute for each household the inverse change in consumption share between t and t + 1, $(\varphi_{i,t+1}/\varphi_{i,t})^{-1}$. For each group we then compute $\hat{\beta}_{g,t+1}$ using equation (28). We scale each $\hat{\beta}_{g,t+1}$ by the sample average of the high income/low net worth group, and report the normalized wedges in logs. See Online Appendix D for the definition of detrended output $\bar{Y}_t$.

Table 1 reports summary statistics of the discount factor wedge for each of the four groups. We report the wedges in log deviations from the sample average of the third group—the high income/low net worth households. There are two features of the data that we wish to emphasize. First, high-income households have on average a higher discount factor wedge than low-income households. Focusing on households with low net-worth, the discount factor wedge of the high income group is 300 basis points higher than the discount factor wedge of the low income group. Second, the discount factor wedge for the high income/low net worth group is countercyclical, with a correlation coefficient of -0.15 with U.S. detrended output, while it is procyclical for the other groups.

The fact that high income/low net worth households have a relatively high and countercyclical discount factor wedge makes it a natural choice to be a group of financially unconstrained households—standing in for households that attain the maximum in equation (21). Indeed, we have that

$$\max_i \mathbb{E}_t \left[ \beta_{i,t+1} \frac{C_t}{C_{t+1}} \right] = \max_i \left\{ \mathbb{E}_t[\beta_{i,t+1}] \mathbb{E}_t \left[ \frac{C_t}{C_{t-1}} \right] + \text{Cov}_t \left( \beta_{i,t+1}, \frac{C_t}{C_{t+1}} \right) \right\}.$$ 

So, groups that on average have a high and countercyclical discount factor wedge are likely to be those achieving the maximum in (21). This empirical finding is also in line with standard incomplete market models: households that experience positive income shocks and that have low net worth have the highest incentives to save, and thus are not financially

expenditures following Vissing-Jørgensen (2002) and scale it by the semi-annual change in aggregate consumption over the same horizon. We then square the resulting ratio and obtain an empirical analog to the yearly change in consumption shares, $\varphi_{i,t+1}/\varphi_{i,t}$. The discount factor wedge for group $g$ is then constructed by averaging $(\varphi_{i,t+1}/\varphi_{i,t})^{-1}$ across the households in that group, see equation (28).
(a) Discount factor wedge

(b) Labor disutility wedge

Notes: Authors’ calculation based on the CE. Panel (a) plots $\log(\beta_{gt})$ defined in equation (28) for the group of households with high-income/low net worth. Panel (b) plots $\log(\omega_t)$ and $\log(\omega_{cm}^t)$, defined respectively in equation (29) and (30). The series are normalized to have a sample average of zero.

Figure 2: The time path of the wedges

Because of these reasons, we will use $\beta_{gt}$ of this group as the discount factor wedge in our analysis.

Panel (a) of Figure 2 plots the time-series of the discount factor wedge. We can see that the discount factor wedge increases substantially during the Great Recession and remains elevated in the post 2010 period.

The labor disutility wedge. We compute for each household in our panel the consumption share $\varphi_{it}$ and the ratio between the household’s hourly wage and the average hourly wage in the panel, $e_{it} = w_{it}/W_t$. We then use equations (29) and (30) to obtain the time path of $\omega_t$ and $\omega_{cm}^t$.

Figure 2 panel (b) plots these two series. We can see for both series a clear downward trend in the early part of the sample. The downward trend is explained by the increase in the cross-sectional variance of wages for U.S. households during this period, a fact that is well established in the literature (Heathcote, Perri, and Violante, 2010). As we explained in Section 3.2, an increase in the cross-sectional dispersion of labor productivity leads high-productivity workers to increase their labor supply relative to low productivity workers because of substitution effects. This mechanism operates irrespective of whether financial markets are complete or not, and the resulting change in the composition of the labor force that takes place in the heterogeneous agent economy is captured in the RA representation by a decline in the labor disutility wedge. So, both $\omega_t$ and $\omega_{cm}^t$ fall for large part of the
sample. We can also observe from the figure that the deviations between $\omega_t$ and $\omega_{cm}^t$ are typically small. This means that the wealth effects in labor supply that are due to uninsured idiosyncratic income risk—and that our framework captures with a discrepancy between $\omega_t$ and $\omega_{cm}^t$—are quite small.

5.2 Estimating the RA representation

We now estimate the stochastic process of the wedges and the structural parameters of the RA representation. The structural shocks in the RA representation is $z^{RA}_t = [\hat{\theta}_t, \hat{A}_t, \epsilon_{m,t}]$. We assume that the aggregate preference and technology shocks in logs follow independent AR(1) processes,

$$\theta_t = \rho_{\theta} \theta_{t-1} + \epsilon_{\theta,t} \quad \epsilon_{\theta,t} \sim \mathcal{N}(0, \sigma^2_{\theta})$$

$$A_t = \rho_{A} A_{t-1} + \epsilon_{A,t} \quad \epsilon_{A,t} \sim \mathcal{N}(0, \sigma^2_{A})$$

and that monetary policy innovations are Gaussian, $\epsilon_{m,t} \sim \mathcal{N}(0, \sigma^2_{m})$. The endogenous state variables are the nominal interest rate and the wedges, $T_t = [\hat{\beta}_t, \hat{\omega}_t, \omega_{cm}^t]'$. The law of motion for $T_t$ is given by equation (32). We restrict $\Phi(L)$ to have a one-lag structure and to be block diagonal, so that $\omega_{cm}^t$ depends only on its own lags and does not load on the other equations. The other parameters in (32) are left unrestricted.

We estimate the parameters of the stochastic processes jointly with the other structural parameters governing preferences, technology and the behavior of the monetary authority. We fix a subset of these parameters to conventional values in the literature. Consistent with the measurement of the wedges, we set $\sigma = \psi = 1$. We let $\mu = 1.2$ and set $\chi$ to $1/\mu$, so that consumption and output are normalized to 1 in a deterministic steady state of the model. Finally, we set the target inflation rate to 2%, and $\beta = 0.99$, values that guarantee that the model roughly matches the average inflation and nominal interest rate in our sample.

The remaining model parameters, which we collect in the vector $\Theta$, are estimated with Bayesian methods using annual data on output, inflation, nominal interest rates and the wedges. We map the log of output, $\hat{Y}_t$, to detrended log real Gross Domestic Product, the inflation rate $\pi_t$ to the annual percent change in the Consumer Price Index, and nominal interest rates $i_t$ to the annual effective Federal Funds Rate, see Online Appendix D for definitions, data sources and de-trending methodology. The sample period is 1992-2017. We denote by $Y_t = [\hat{Y}_t, i_t, \pi_t, T_t]$ the observables at time $t$ and by $S_t = [i_{t-1}, \hat{\theta}_t, \hat{A}_t, \epsilon_{m,t}, T_t]$ the state vector. The RA representation of Proposition 1 defines implicitly a law of motion
for these vectors,

\begin{align*}
Y_t &= g(S_t; \Theta) + \eta_t \\
S_t &= f(S_{t-1}, \epsilon_t; \Theta),
\end{align*}

(33)

where \( g(.) \) and \( f(.) \) represent the policy functions of the RA representation, \( \epsilon_t \) collects the innovations to the stochastic variables of the model, and \( \eta_t \) are Gaussian measurement errors. We introduce measurement errors only for the wedges and fix their variance to 10% of the unconditional variance of these series. For the purpose of estimation, the policy functions are approximated using a first-order perturbation. When performing the counterfactuals, however, we solve the model with global solution methods that allow for the possibility of a binding zero lower bound constraint on nominal interest rates, see Online Appendix E.\(^{21}\)

The posterior distribution of \( \Theta \) is characterized using a Random Walk Metropolis Hastings algorithm, see An and Schorfheide (2007). Online Appendix F provides details on the estimation algorithm and it reports parameters’ estimates and indicators of model fit. Tables A-4 and A-5 report prior and posterior statistics for the model parameters. Our estimates for the parameters of the Taylor rule and of the price adjustment costs are in line with previous studies. In addition, we estimate some spillovers between the model state variables and the wedges. Recessionary shocks at time \( t \)—such as a negative technology shock or a positive aggregate discount factor shock—forecast an increase in the discount factor wedge at time \( t + 1 \). This result is consistent with heterogeneous agents economies where households’ precautionary savings motives are more prevalent in recessions. Finally, the parameters of the stochastic process for \( \hat{\omega}_{t}^{cm} \) are close to those of \( \hat{\omega}_{t} \), which is not surprising given that the two series display almost an identical pattern over the sample. Figure A-5 reports model implied distributions for the mean, standard deviation, autocorrelation and cross-correlation of output, inflation and nominal interest rates and compare these to the corresponding sample moments. We can see from the figure that the estimated model fits reasonably well the behavior of these series, as sample statistics from the data lie within the corresponding model implied distribution.

\(^{21}\)We estimate a log-linearized version of the model because the numerical solution is much faster and numerically more stable than the global approximation that we use for the counterfactuals. See Borağan Aruoba, Cuba-Borda, and Schorfheide (2018) for a similar approach.
5.3 Imperfect risk sharing and the business cycle

In this and the next subsection we will compare the estimated RA representation to an economy that is identical to the RA representation with the exception that $\hat{\beta}_t = 0$ and $\hat{\omega}_t = \hat{\omega}_t^{cm}$. As we showed in Proposition 2, if we set the wedges to those values in the RA representation we would recover the path of aggregate variables in presence of complete financial markets. So, we will refer to this economy as the complete markets counterfactual (CM). By comparing these two economies, we are able to assess the role of imperfect risk sharing for macroeconomic aggregates. The analysis will focus on comparing the business cycle properties of the two economies and not their long run average behavior.22

We set the model parameters at the posterior mean, solve numerically for the RA representation and the complete markets counterfactual, and compute long simulations for both economies. Table 2 reports key statistics for output, inflation and nominal interest rates. If shocks and frictions at the micro level were an important source of business cycle fluctuations, we should expect the complete markets counterfactual to display significantly less volatile output than what we find in the RA representation. We can see from Table 2 that the standard deviation of output in CM is approximately 7% smaller relative to that of the RA representation. In addition, by comparing the cross-correlation patterns in the two economies, we can see that imperfect risk sharing act mostly as a “demand” shock on the economy: output, inflation and nominal interest rates are much more positively correlated in the RA representation than in the economy with complete financial markets.

22Our approach is not designed to study this latter question because, by construction, the complete market counterfactual and the RA representation have the same steady state. This happens because we normalize the wedges to have a mean of 1. In Online Appendix F.4 we show that this restriction does not affect our key results, as the business cycle properties of the RA representation and the CM counterfactual are almost invariant to the steady state value of the wedges.
In order to understand these results, it is useful to note that there are two key differences between the RA representation and CM: the latter does not have a discount factor wedge and it has a different labor disutility wedge. In an effort to understand which of these two features drive the results, we report in the third column in Table 2 moments computed from the CM economy but condition the realization of the labor disutility wedge to be the same as in the RA representation, $\omega_t^{cm} = \omega_t$. By comparing column two and three, we can see that these two versions of the CM economy features almost identical business cycle properties. Therefore, the differences between RA and CM are mostly driven by the movements in the discount factor wedge that are present in the former but not in the latter. This helps explaining why the correlation between output, inflation and nominal interest rates drops in CM, as shocks to the discount factor in the canonical three-equations New Keynesian model induce positive comovement between these variables.

These results suggest that movements in the discount factor wedge are key for understanding the aggregate implications of imperfect risk sharing. An interesting question is whether these fluctuations are mostly induced by the structural shocks, $[A_t, \theta_t, \varepsilon_{m,t}]$, or whether they are due to the innovations $e_{\beta,t}$? The fourth column of Table 2 helps us answering this question. There, we report statistics from the RA economy when the variance of $e_{\beta,t}$ is set to zero, $\sigma_\beta = 0$, so all the movements in the discount factor wedge are due to spillovers from the structural shocks. We can see that the sample moments in this economy are comparable to those of the benchmark RA representation, implying that most of the aggregate effects of imperfect risk sharing arise because incomplete markets amplify the effects of structural shocks.

Next we explore why imperfect risk sharing does not have sizable effects on output on average. The results of this section suggest that the main channel through which micro heterogeneity matters for aggregate variables is equivalent to movements in the discount factor. In the standard New Keynesian model, the aggregate implications of shocks to the discount factor critically depend on the response of the monetary authority. For a fixed nominal interest rate, an increase in the discount factor induces the stand-in household to cut consumption. If the monetary authority responds by lowering nominal interest rates, however, the increase in patience has more limited effects on consumption and output. Given our estimates of the Taylor rule, the response of the monetary authority is strong enough to offset most of the output effects of the measured changes in the discount factor wedge.

Importantly, this result depends on the response of the monetary authority. It is well known in the literature that changes in the discount factor can have substantial output effects when the zero lower bound constraint on nominal interest rate binds, as in that
case the monetary authority cannot cut further nominal interest rates. These events are somewhat rare in the estimated model. Thus, while the results of Table 2 indicate limited output effects of imperfect risk sharing on average over the business cycle, they do not rule out that these frictions may play a more important role in periods during which the monetary authority is constrained by the zero lower bound. In the next subsection we explore this possibility with an event study of the U.S. Great Recession.

### 5.4 Imperfect risk sharing and the Great Recession

We now use the estimated model to measure the macroeconomic effects of imperfect risk sharing during the Great Recession. To this end, we proceed in two steps. In the first step, we apply the particle filter to the state-space system (33) and estimate the realization of the structural shocks. In the second step, we feed the structural shocks in the CM economy to obtain the counterfactual paths for output, inflation and nominal interest rates under complete financial markets. The difference between what we observe in the data and these counterfactual paths isolates the macroeconomic effects of imperfect risk sharing during the Great Recession. Online Appendix F provides a detailed description of both steps.

Starting with the first step of this procedure, Figure 3 reports the data (circled lines)
along with the posterior mean (solid line) and 90% credible set for their model counterpart. The figure also reports the estimates for the three structural shocks. By construction, the model tracks very closely output, inflation and nominal interest rates during the event. In order to replicate these paths, the model infers a substantial increase in the discount factor of the stand-in household: $E_t[\hat{\beta}_{t+1} + \hat{\theta}_{t+1}]$ increases by six percentage points during the event. This is a well known result from the literature: the canonical three-equations New Keynesian model needs an increase in the discount factor in order to fit the fall in output, inflation and nominal interest rate observed after 2008. Interestingly, a substantial fraction of this increase is due to movements in $E_t[\hat{\beta}_{t+1}]$, roughly three of the size percentage points by the end of the episode.

Equipped with the path for the structural shocks, we can then construct the trajectories for output, nominal interest rates and inflation that would prevail in an economy with complete financial markets. For that purpose, we solve numerically for the policy functions of the CM economy and construct the counterfactual paths by feeding these policy functions with the path for $\{\hat{\theta}_t, \hat{A}_t, \epsilon_{m,t}\}$ we estimated using the particle filter and with $\hat{\omega}_{cm}$.

Figure 4 compares the trajectories for output, inflation and nominal interest rates in this counterfactual (solid lines) with the actual trajectories in U.S. data (circled lines) during the 2007-2017 period. From 2007 to 2009, output in the US fell by 6.6%. In the counterfactual economy, instead, output falls by only 3.9%. In addition, the figure shows that the recovery from the Great Recession would have been faster with complete financial markets relative to what we have observed in the data. Thus, our analysis supports the view that these financial market frictions were an important driver of the depth and persistence of the U.S. Great Recession.

Why do we observe these differences between the baseline and the counterfactual economy? From Figure 3 we can see that $E_t[\hat{\beta}_{t+1}]$ contributes substantially to the increase in the overall discount rate during the Great Recession and, because interest rates are at their lower bound from 2009 onward, these developments lead to a substantial decline in aggregate demand. In the CM economy, instead, $\hat{\beta}_t$ is constant and does not increase during this period, implying a higher trajectory for output, inflation and nominal interest rates.

### 5.5 Inspecting the mechanisms

While our results indicate that shocks and frictions limiting risk sharing across households contributed significantly to the depth and persistence of the Great Recession, so far we have been silent about the specific economic mechanisms responsible for this result. In this subsection we use additional information to understand which economic mechanism can
Notes: The circled line reports output, nominal interest rates and inflation during the 2007-2017 period. We normalize these variables to 0 in 2007. The solid line reports the posterior mean of the same variable in the counterfactual economy with complete financial markets while the shaded area reports 64% credible sets (equal tail probability).

Figure 4: Imperfect risk sharing and the U.S. Great Recession

account for our results and, specifically, for the rise in the discount factor wedge.

A first useful exercise consists in understanding which moments of the distribution of households’ consumption shares are responsible for the observed movements in the discount factor wedge. From equation (28), we can decompose the log of $\beta_{g,t+1}$ for households’ group $g$ as follows

$$
\log (\beta_{g,t+1}) = \Delta \log (C_{t+1}) - \Delta \log (C_{g,t+1}) + \log \left( \frac{1}{N_g} \sum_{i=1}^{N_g} \left[ \frac{C_{g,t+1}}{C_{i,t+1}} \frac{1/N_g}{1/c_{i,t+1}/c_{i,t}} \right] \right),
$$

where $C_{g,t}$ is the average consumption at time $t$ of households in group $g$. Mechanically, there are two factors that can explain the increase in the discount factor wedge during the Great Recession. First, a persistent fall in the average consumption of households in the high income/low net worth group relative to aggregate consumption, the term $\beta^{Avg}_{g,t+1}$ in equation (34). Second, a increase in the cross-sectional dispersion of consumption within group $g$, an effect captured by the “Jensen” term $\beta^{len}_{g,t+1}$. These two effects are intuitive:
Notes: This figure plots the decomposition described in equation (34) for high income/low net worth households. The solid line reports $\log(\beta_{g,t})$ while the circled line reports $\beta_{Jen}^{t}$. The variables are expressed in deviations from their 2007 value.

Figure 5: Decomposition of equation (34)

fixing the interest rate, a household that expects low and/or volatile consumption in the future has more incentives to save today, an effect that is captured in the RA representation by a higher discount factor wedge.

This decomposition is useful for the purpose of model discrimination because two models that generate similar dynamics for $\beta_{g,t}$ may have different implications for the two terms in the right hand side of equation (34). For example, the “two-agent” New Keynesian model studied in Bilbiie (2008) and Galí, López-Salido, and Vallés (2007) does not feature dispersion in consumption within unconstrained households. Therefore, $\beta_{Jen}^{t} = 1$ by construction and all movements in the discount factor wedge are induced changes in $\beta_{Avg}^{t}$, see for instance the example in Section 3.4. Models with richer heterogeneity, such as those in the Bewley-Hugget-Ayiagari tradition, can instead generate time-variation in $\beta_{Jen}^{t}$.

Figure 5 reports $\log(\beta_{g,t})$ and $\beta_{Jen}^{t}$ for the high income/low net worth group, with $\beta_{Avg}^{t}$ being the difference between these two series. We can see that the dynamics of the discount factor wedge during the Great Recession are driven almost entirely by the Jensen component.\(^{23}\) Therefore, in order to understand the rise in the discount factor wedge during this period, we need to focus on economic mechanisms that can generate an increase in the consumption risk of unconstrained households.

The existing literature has emphasized two main mechanisms that can lead to such

\(^{23}\)This is true also for the other group of households that are likely to be financially unconstrained, the high income/high net worth households.
pattern, which we discussed in the two examples of Section 3.3. In the first example, we showed that an increase in idiosyncratic labor income risk can lead to higher consumption risk and more precautionary savings. In the second example, we showed that similar effects can arise after a persistent tightening of households’ borrowing constraints. Both of these forces can rationalize an increase of the “Jensen” term in equation (34) and be consistent with the findings of Figure 5.

In order to distinguish between these two forces, it is useful to consider the following reduced form model of households’ consumption growth,

\[ \Delta \hat{c}_{i,t} = a_t + b_t \Delta \hat{y}_{i,t} + e_{i,t}, \]  

(35)

where \( \hat{y}_{i,t} \) is the log of households’ disposable income at date \( t \). In this framework, the conditional variance of consumption growth depends on the volatility of income and on the sensitivity of consumption to income changes, \( b_t \). It is straightforward to see that the two examples described in Section 3.3 have different implications for these two components. In the first example, we have that \( b_t = 1 \) for all \( t \); therefore, the volatility of consumption varies over time only because of changes in the volatility of income. In the second example, instead, income volatility is constant over time while shocks to households’ borrowing constraint affect the sensitivity of their consumption to income shocks; therefore, consumption volatility changes over time only because of movements in \( b_t \).

We estimate equation (35) for the high income/low net worth households and report the results in Figure 6. Panel (a) plots the estimated coefficient \( b_t \) over time while panel (b) plots the variance of \( \Delta \hat{y}_{i,t} \) for this group of households. From the figure we can see that \( b_t \) tracks well the dynamics of \( \beta_{Jen}^{len} \) reported in Figure 5. The cross-sectional variance of income for these households, instead, does not display a similar pattern and it is fairly flat over this horizon.\(^{24}\)

Overall, these results suggest that the increase in the discount factor wedge during the Great Recession is mostly the result of an increase in consumption volatility of unconstrained households, and that this was mostly driven by an increase in the sensitivity of their consumption to income changes rather than an increase in their income risk. When interpreted through the lens of the examples of Section 3.3, this evidence favors economic

\(^{24}\)This result is consistent with previous research that examined the cyclical behavior of income changes. While Storesletten, Telmer, and Yaron (2004) found evidence of countercyclical income volatility, their findings are not comparable to those of Figure 6 because we are conditioning on high income/low net worth households while Storesletten, Telmer, and Yaron (2004) use their entire sample in their analysis. Consistent with our findings, Heathcote, Perri, and Violante (2010) find little cyclical variation in the volatility of earnings growth for households between the 50th and 90th percentiles of the earnings distribution. These authors document significant cyclical variation in income volatility for poorer households due to a higher incidence of unemployment during recessions, a result confirmed by Guvenen, Ozkan, and Song (2014).
models that emphasize a disruption of households’ ability to insure fluctuations in their income during the Great Recession, as in Guerrieri and Lorenzoni (2017).

6 Conclusion

We have developed an approach to assess the macroeconomic implications of imperfect risk sharing implied by a class of New Keynesian models with heterogeneous agents. In this class of models, households’ inability to insure idiosyncratic risk implies time-variation in their consumption shares. Leveraging this insight, we use households’ consumption choices to directly measure the degree of imperfect risk sharing for the U.S. economy. We have documented a deterioration of risk sharing during the Great Recession, as the cross-sectional dispersion of households’ consumption shares increases during this period. We have then proposed a methodology to quantify the aggregate implications of these movements. Through the lens of a prototypical New Keynesian model, these deviations from perfect risk sharing contribute little to the business cycle on average, but explains a substantial part of the depth and persistence of the Great Recession.

Our paper clarifies that assumptions about the nature of the idiosyncratic risk faced by households and about the private and public risk sharing mechanisms available to them matter for aggregate fluctuations only through their impact on two wedges. These wedges depend on the joint distribution of households’ consumption shares and relative wages,
and they can be computed using panel data. We believe they are useful empirical targets for the analysis of heterogeneous agents economies.
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A RA Representation for other class of economies

In this appendix we derive the RA representation for economies not included in the class considered in the main text. These examples illustrate how our main theoretical results can be extended with few modifications to other environments. We start by adding capital accumulation to our baseline framework. We then derive the RA representation for an economy with financial frictions as in Gertler and Karadi (2011) and Gertler and Kiyotaki (2010), one for a small open economy where asset prices affect the amount of borrowing households can do, and one that features durable consumption goods. Finally, we consider a “two-agent” New Keynesian economy where a subset of agents cannot trade the risk-free bond like in Bilbiie (2008), Bilbiie (2021), and Debortoli and Galí (2017).

In particular, we show that these different models result in a different set of equations for the RA representation and in some cases introduce additional wedges, but they do not change the way we measure the preference wedges other than for the case with durable goods.

A.1 Model with capital

We now introduce capital accumulation in our baseline specification. The law of motion for aggregate capital is

$$K(z_t) \leq (1 - \delta)K(z_{t-1}) + I(z_t)$$  \hspace{1cm} (A.1)

where $\delta$ is the depreciation rate and $I(z_t)$ is the new capital produced. Capital is produced by capital good producers that make new capital using the final output and subject to adjustment costs. Capital producers discount the future dividends using the real state price $Q(z_t)$. Letting $q_0(z_t) = \prod_{z_j \leq z_t} Q(z_j)$ be the time-0 price and $q_k(z_t)$ be the nominal price of capital, the problem for a representative capital producer is

$$\max_{I(z_t)} \sum_t \sum_{z_t} q_0(z_t) \left[ \frac{q_k(z_t)}{P(z_t)} - \left( 1 + f \left( \frac{I(z_t)}{I(z_{t-1})} \right) \right) \right] I(z_t)$$  \hspace{1cm} (A.2)

where the adjustment costs are captured by the convex function $f$. 
The capital stock is held by a representative mutual fund that maximizes:

$$\max_{K(z^t)} \sum_{t} \sum_{z^t} q_0(z^t)[(q_k(z^t)(1 - \delta) + R(z^t))K(z^t-1) - q_k(z^t)K(z^t)]$$

(A.3)
given the initial capital stock.

The monopolistic competitive firms produce the intermediate inputs using the technology $y_i(z^t) = A(z_t) k_i (z^t-1)^a n_i (z^t)^{1-a}$. Its problem can be split in two subproblems. First, the firm chooses the optimal input mix to minimize its marginal cost:

$$mc(z^t) = \min_{k,n} W(z^t)n + R(z^t)k$$

subject to

$$A(z_t) k^n (1 - \alpha) \geq 1.$$  

Second, given the optimal factor allocation, the firm chooses its price to solve:

$$V(P_j, z^t) = \max_{p_j, y_j} \frac{p_j y_j}{P(z^t)} - mc(z^t)y_j - \frac{\kappa}{2} \left[ \frac{p_j}{P(z^t)} - 1 \right]^2 + \sum_{z^t+1} Q(z^t+1|z^t)V(p_j, z^t+1)$$

(A.4)

subject to the demand function (9).

The problem for the household and the monetary policy rule are unchanged.\footnote{Alternatively, we could have households hold capital directly.}

We have the analog of Proposition 1:

**Proposition 3.** Suppose $\{C(z^t), I(z^t), K(z^t), Y(z^t), \pi(z^t), q_k(z^t), i(s^t)\}$ are part of an equilibrium of an heterogeneous agent economy in this section. Then, they must satisfy the aggregate Euler equation (21), the Euler equation for capital

$$q_k(z^t) = \sum_{z^t+1} Q(z^t+1) \left[ q_k(z^t+1)(1 - \delta) + \alpha \frac{Y(z^t+1)}{K(z^t)} \right],$$

(A.5)

the price of capital condition

$$q_k(z^t) = 1 + f\left( \frac{I(z^t)}{I(z^t-1)} \right) + f'(\frac{I(z^t)}{I(z^t-1)}) \left( \frac{I(z^t)}{I(z^t-1)} \right) - \sum_{z^t+1} Q(z^t+1) f'\left( \frac{I(z^t+1)}{I(z^t)} \right) \left( \frac{I(z^t+1)}{I(z^t)} \right)^2,$$

(A.6)
the Phillips curve
\[ \pi^*(z^t) = \frac{Y(z^t)}{\kappa (\mu - 1)} [\mu mc(z^t) - 1] + \sum_{z^{t+1}} Q(z^{t+1}|z^t) \pi^*(z^{t+1}), \] (A.7)

the Taylor rule (14), the resource constraint
\[ Y(z^t) = C(z^t) + I(z^t) \left( 1 + f \left( \frac{I(z^t)}{I(z^{t-1})} \right) \right) + \kappa \left( \frac{\pi^*(z^t) - \bar{\pi}}{1 + \bar{\pi}} \right)^2, \] (A.8)

and the law of motion for the capital stock (A.1), where the real state price is given by (24) and the marginal cost by
\[ mc(z^t) = \left( \frac{Y(z^t)}{K(z^{t-1})} \right)^{\alpha} \left[ \omega(z^t)^{-\psi} \chi \left( \frac{Y(z^t)}{A(z^t)K(z^{t-1})} \right)^{\psi/(1-\alpha)} C(z^t)^{\sigma} \right]^{1-\alpha} \] (A.9)
given \( \{ \beta(v^t, z^{t+1}), \omega(z^t) \} \) defined in (19) and (20) and the initial capital stock.

The critical assumption for the equivalent representation for the model with capital is that the firm that does the capital accumulation process uses the aggregate state price (24) to discount dividends in (A.2) and (A.3). This assumption mirrors the one for the monopolistic competitive firms in (12). Our implicit assumption is that firms value dividends in a given state \( z^t \) using the valuation of the agent with the highest valuation.

### A.2 Gertler-Karadi-Kiyoyaki model of financial sector

We next consider the RA-representation for a class of heterogeneous agent New Keynesian economies where the financial sector is modeled along the lines of Gertler and Karadi (2011) and Gertler and Kiyotaki (2010). In these economies, asset prices and the net worth of the financial sector matter for aggregate dynamics because of financial frictions. See Lee, Luetticke, and Ravn (2021) for a recent analysis of this type of economy.

**Baseline model.** Households can invest in the risk-free nominal bond, \( b(s^t) \), and deposit in a bank, \( d(s^t) \). The household’s problem is:
\[ \max_{c,l,b,d} \sum_{i} \sum_{s^t} \beta^t \Pr(s^t|s_0) U(c(s^t), l(s^t)) \]
subject to

$$P(z^t) c(s^t) + \frac{d(s^t)}{1 + i(z^t)} + \frac{b(s^t)}{1 + r(z^t)} \leq W(z^t) e(v_t) l(s^t) + d(s^t-1) + b(s^t-1) + T(s^t)$$

$$d(s^t), b(s^t) \geq 0$$

where $T(s^t)$ is a transfer function that distributes the profits of final good firms and the net dividends paid by the financial sector. Potentially, we can allow households to trade in other assets as in the text.

Financial firms (for short banks) raise deposits from the households and can invest in physical capital.\(^{26}\) The amount of deposits raised from consumers is constrained by an enforcement constraint of the form

$$V(z^t, n) \geq \lambda(z^t) q(z^t) k'$$

(A.10)

where $V(z^t, n)$ is the value of a bank with net-worth $n$ at the aggregate history $z^t$, $q(z^t)k'$ is the value of the assets and $\lambda(z^t)$ is a potentially stochastic parameter. Moreover, banks cannot issue new equity and they exit the market with some exogenous probability $1 - \eta$ in any period. Exiting banks are replaced by new banks with an aggregate initial net-worth of $n_0$. Banks maximize the present discounted value of dividends, $x$, using the aggregate state price $Q(z^t)$ to discount the future. The bank problem is

$$V(z^t, n) = \max_{x, k', b', d'} x + \sum_{t+1} Q(z^{t+1}, z^t) \left[ \eta V(z^{t+1}, n'(z^{t+1})) + (1 - \eta) n'(z^{t+1}) \right]$$

subject to

$$x + q(z^t) k' \leq n + \frac{d'}{1 + r(z^t)}$$

$$n'(z^{t+1}) = \left[ q(z^{t+1}) + R_k(z^{t+1}) \right] k' - d'$$

the enforcement constraint (A.10), and the inability to raise new equity, $x \geq 0$.

The representative investment and final consumption good firms solve the problems in (A.2) and (A.4). (Note that we could add a shock to the quality of capital as common in the literature about frictions in financial intermediation. We choose not for parsimony.)

As it is well known, because of the linearity of the returns, the banks’ problem is linear

\(^{26}\)It is without loss of generality to assume that banks do not invest in nominal bonds. In fact, if the enforcement constraint is slack then nominal bonds are perfect substitute with (negative) deposits. If the enforcement constraint is binding, banks never hold nominal bonds.
in net-worth and the problem of the financial sector admits aggregation. In particular,

\[ V(z', n) = J(z') n, \]

where the value per-unit of net-worth, \( J(z') \), solves the following functional equation:

\[ J(z') = \max_{k', d'} \sum_{z_{t+1}} Q(z_{t+1}, z') \left[ \eta J(z'_{t+1}) n'(z'_{t+1}) + (1 - \eta) n'(z'_{t+1}) \right] \quad (A.11) \]

subject to

\[ q(z') k' \leq 1 + \frac{d'}{1 + r(z')}, \]
\[ n'(z'_{t+1}) = q(z'_{t+1}) + R_k(z'_{t+1}) k' - d', \]
\[ J(z') \geq \lambda(z') q(z') k'. \]

In setting up the problem in (A.11) we used that it is (at least weakly) optimal not to pay dividends before the banks must exit. Thus, the aggregate net-worth for operating banks (surviving and new-entrants), evolves according to

\[ N(z_t) = \eta \left[ (q(z'_t) + R_k(z'_t)) K(z'_{t-1}) - D(z'_{t-1}) \right] + n_0 \quad (A.12) \]

and, since only exiting banks pay dividends, the net-dividends paid by banks in aggregate is

\[ X(z') = (1 - \eta) \left[ (q(z'_t) + R_k(z'_t)) K(z'_{t-1}) - D(z'_{t-1}) \right] - n_0. \quad (A.13) \]

Also in this economy we have an analog to Proposition 1:

**Proposition 4.** Let \( \{C(z'_t), I(z'_t), K(z'_t), Y(z'_t), \pi(z'_t), q(z'_t), i(z'_t), J(z'_t), D(z'_t), N(z'_t), r(z'_t)\} \) be part of an equilibrium of an heterogenous agent economy described in this section. Then, they must satisfy the aggregate Euler equation (21), the price of capital condition (A.6), the Phillips curve (A.7) the Taylor rule (14), the resource constraint (A.8), the law of motion for the capital stock (A.1), \( r(z'_t) = i(z'_t), J(z'_t) \) solves (A.11), \( K(z'_t) = k(z'_t) N(z'_t) \) and \( D(z'_t) = d(z'_t) N(z'_t) \) where \( k(z'_t) \) and \( d(z'_t) \) are the decision rules in (A.11), \( N(s'_t) \) is given by (A.12), and where the real state prices and the marginal cost are given by (24) and (A.9), given \( \{\beta(v^l, z^l_{t+1}), \omega(z'_t)\} \) defined in (19) and (20), the initial capital stock and aggregate banks’ net-worth.

The proof of this proposition mirrors the one for our baseline case. The only thing to
note is that, from the household’s problem, deposits and bonds are perfect substitutes so
\[
\frac{1}{1 + i(z^t)} = \frac{1}{1 + r(z^t)} = \max_{\nu^t} \beta \Pr \left( z^{t+1} | z^t, \nu^t \right) \hat{\beta} (z^{t+1}, \nu^t) \frac{U_c(z^{t+1})}{U_c(z^t)} / P(z^{t+1}) / P(z^t).
\]

**Bank loans to households.** Here we allow the banks to make loans to consumers as in Lee, Luetticke, and Ravn (2021).\(^{27}\) In this case, we need an additional wedge to capture how consumers’ borrowing crowds out investment in capital.

Let \( \ell(s^t) \) denote household’s bank loans and \( 1 + r_{\ell}(z^t) \) the interest on such loans. The household budget constraint is
\[
P(z^t) c(s^t) + \frac{d(s^t)}{1 + i(z^t)} + \frac{b(s^t)}{1 + r(z^t)} - \frac{\ell(s^t)}{1 + r_{\ell}(z^t)} \leq W(z^t) c(v_t) l(s^t) + d(s^{t-1}) + b(s^{t-1}) - \ell(s^{t-1}) + T(s^t)
\]
and the inequality constraints are
\[
d(s^t), b(s^t), \ell(s^t) \geq 0, \quad \ell(s^t) \leq \bar{\ell}
\]
where \( \bar{\ell} \) is a debt limit. The previous example is a special case with \( \bar{\ell} = 0 \).

The normalized bank problem can be written as
\[
J(z^t) = \max_{k', d', \ell'} \sum_{z_{t+1}} Q(z^{t+1}, z^t) \left[ \eta J(z^{t+1}) n'(z^{t+1}) + (1 - \eta) n'(z^{t+1}) \right]
\]
subject to
\[
q(z^t) k' + \frac{\ell'}{1 + r_{\ell}(z^t)} \leq 1 + \frac{d'}{1 + r(z^t)},
\]
\[
n'(z^{t+1}) = \left[ q(z^{t+1}) + R_k(z^{t+1}) \right] k' + \ell' - d',
\]
\[
J(z^t) \geq \lambda(z^t) \left( q(z^t) k' + \frac{\ell'}{1 + r_{\ell}(z^t)} \right).
\]

In this case, we can derive the RA representation by defining the additional wedge
\[
\Psi(z^t) = \sum_{\nu^t} \Pr(\nu^t | z^t) \ell(z^t, \nu^t)
\]
\(^{27}\)We could also introduce working capital loans that monopolistic competitive firms need to finance their wage bill. This would introduce an aggregate labor wedge in the model that can help to account for aggregate data as shown in Jermann and Quadrini (2012).
which is the aggregate amount of loans that banks provide in equilibrium. Moreover, the law of motion for aggregate net worth is

\[ N(z^t) = \eta \left[ (q(z^t) + R_k(z^t))K(z^{t-1}) + \Psi(z^{t-1}) - D(z^{t-1}) \right] + n_0. \]  

(A.16)

We have the following result:

**Proposition 5.** Let \( \{C(z^t), I(z^t), K(z^t), Y(z^t), \pi(z^t), i(z^t), J(z^t), D(z^t), N(z^t), r(z^t), r_\ell(z^t)\} \) be part of an equilibrium of an heterogenous agent economy described in this section. Then, they must satisfy the aggregate Euler equation (21), the price of capital condition (A.6), the Phillips curve (A.7) the Taylor rule (14), the resource constraint (A.8), the law of motion for the capital stock (A.1), \( r(z^t) = i(z^t) \), \( J(z^t) \) solves (A.14), \( K(z^t) = k(z^t)N(z^t) \), \( D(z^t) = d(z^t)N(z^t) \) and \( L(z^t) = \ell(z^t)N(z^t) \) where \( k(z^t), d(z^t) \) and \( \ell(z^t) \) are the decision rules in (A.14), \( N(s^t) \) is given by (A.16), \( L(z^t) = \Psi(z^t) \), the real state prices and the marginal cost are given by (24) and (A.9), given \( \{\beta(v^t, z^{t+1}), \omega(z^t), \Psi(z^t)\} \) defined in (19), (20) and (A.15), the initial capital stock and aggregate banks’ net-worth.

This economy shows that when assets other than the nominal risk-free bonds enters in the problem of other agents and are not perfect substitute with the nominal bonds then generally one has to introduce another wedge to obtain the RA representation.

To understand how this additional wedge affects aggregates, note that imposing market clearing \( L(z^t) = \Psi(z^t) \), in the aggregate enforcement constraint we have

\[ J(z^t)N(z^t) \geq \lambda(z^t) \left( q(z^t) K(z^{t+1}) + \frac{\Psi(z^t)}{1 + r_\ell(z^t)} \right) \]

Thus, an increase in the demand for bank loans tightens the banks’ enforcement constraint and thus capital holding must be reduced. This has important implications. For example, an increase in idiosyncratic income risk that increases the dispersion in household’s borrowing decision, is not neutral if bank’s enforcement constraint is binding even if the increase in aggregate loans is compensated by an increase in aggregate deposits. This is because banks need to use scarce net-worth to back loans and must reduce capital holdings.

Moreover, this economy potentially can generate larger fluctuations in the discount factor wedge \( \beta(v^t, z^{t+1}) \). This is because when the banks’ collateral constraint is binding, the higher costs of borrowing induces the households with negative idiosyncratic shocks to borrow less. Thus, as a tightening of the borrowing constraint studied within the class of economies in the main text, this in turn makes consumption shares more volatile and results in a higher discount factor wedge for the marginal investors.
A.3 SOE with debt limits

Next, we consider another example of an economy with collateral constraints where asset prices matter for amount of debt that can be issued by the households. Consider a SOE as in Mendoza (2010) with heterogenous agents. See Villalvazo (2021) for a recent example. Households can borrow and save in an uncontigent international bond with exogenous return $R(z_t)$ and can save in the domestic capital (land) in fixed supply. The maximal amount of debt that households can take is subject to a debt limit that depends on the value of the household’s capital (land) holdings.

The household’s problem is:

$$\max_{\{c,t,b,a\}} \sum_t \sum_t \beta^t \Pr(s^t | s_0) U(c(s^t), l(s^t))$$

subject to the budget constraint

$$c(s^t) + b(s^t) + q(z^t) a(s^t) \leq w(v_t) l(s^t) + b(s^{t-1}) + a(s^{t-1})(q(z^t) + d(z^t)),$$

the debt limit

$$- \frac{b(s^t)}{R(z^t)} \leq \phi a(s^t) q(z^t),$$

and a non-negativity constraint for capital holdings, $a(s^t) \geq 0$.

Domestic firms are competitive and operate a constant return to scale technology $F(K,L)$ so

$$w(z^t) = F_l(L(z^t), K)$$

$$d(z^t) = F_k(L(z^t), K)$$

Since capital is in fixed supply, market clearing requires that

$$\sum_{v^t} \Pr(v^t) a(z^t, v^t) = K \text{ for all } z^t$$

while the international interest rate $R(z^t)$ is given.

This economy admits the following RA representation:

**Proposition 6.** Suppose $\{C(z^t), L_t(z^t), B(z^t)\}$ and $\{q(z^t), d(z^t), w(z^t)\}$ are part of an equilibrium of an heterogenous agent economy described in this section, and for any $z^t$ there is always
an individual with a slack debt limit. Then, they must satisfy

$$
\frac{1}{R(z^t)} = \max_{v^t} \sum_{z^{t+1}} \Pr (z^{t+1}|s^t) \beta \beta (z^{t+1}, v^t) \frac{U_c (z^{t+1})}{U_c (z^t)}
$$

$$
- \omega (z^t) U_i (z^t) = U_c (z^t) w (z^t)
$$

$$
q (z^t) = \max_{s^{t+1}} \sum_{s^t} \Pr (s^{t+1}|s^t) \beta \beta (z^{t+1}, v^t) \frac{U_c (z^{t+1})}{U_c (z^t)} \left[ q (z^{t+1}) + d (z^{t+1}) \right]
$$

$$
w (z^t) = F_l (L_c (z^t), K)
$$

$$
d (z^t) = F_k (L_c (z^t), K)
$$

and the consolidated budget constraint

$$
C (z^t) + \frac{B (z^t)}{R(z^t)} = F (K, L_c (z^t)) + B (z^{t-1}),
$$

given \(\beta (v^t, z^{t+1}), \omega (z^t)\) defined in (19) and (20), and the initial aggregate debt.

To see this result, consider an equilibrium for the original SOE. Letting \(\lambda (s^t)\) and \(\mu (s^t)\) be the multipliers on the budget constraint and the debt limit, the household’s focs for \(b(s^t)\) and \(a(s^t)\) are

$$
\frac{\lambda (s^t)}{R(z^t)} = \sum_{s^{t+1}} \lambda (s^{t+1}) + \frac{\mu (s^t)}{R(z^t)}
$$

$$
\lambda (s^t) q (z^t) = \sum_{s^{t+1}} \lambda (s^{t+1}) \left[ q (z^{t+1}) + d (z^{t+1}) \right] + \mu (s^t) \phi q (z^t)
$$

where \(\lambda (s^t) = \beta \Pr (s^t|s_0) u_c (s^t)\). Thus,

$$
\frac{1}{R(z^t)} \geq \sum_{s^{t+1}} \beta \Pr (s^{t+1}|s^t) \frac{U_c (s^{t+1})}{U_c (s^t)}
$$

and

$$
q (z^t) (1 - \mu (s^t) \phi) = \sum_{s^{t+1}} \beta \Pr (s^{t+1}|s^t) \frac{U_c (s^{t+1})}{U_c (s^t)} \left[ q (z^{t+1}) + d (z^{t+1}) \right].
$$

Therefore,

$$
\frac{1}{R(z^t)} = \max_{v^t} \sum_{z^{t+1}} \Pr (z^{t+1}|s^t) \beta \beta (z^{t+1}, v^t) \frac{U_c (z^{t+1})}{U_c (z^t)}
$$
and, if there is always an individual with a slack debt limit,

\[ q(z^t) = \max_{v_t} \sum_{s^{t+1}} \Pr(s^{t+1}|s^t) \beta \beta(z^{t+1}, v^t) \frac{U_c(z^{t+1})}{U_c(z^t)} \left[ q(z^{t+1}) + d(z^{t+1}) \right] \]

where the wedges are defined as in the text. The derivation of the aggregate labor supply condition is the same as in the text.

Thus, we can map the heterogeneous agent economy to a representative agent economy with the same aggregates (i.e. we get the same consumption, output, and current account here) and asset prices. The representative agent economy is a frictionless economy with no debt limits, not an economy with an aggregate debt limit (or we can construct asset prices for the marginal agent for which the constraint is not binding and so irrelevant). All the effects of binding debt limits for a fraction of the population are summarized by the discount factor wedge \( \beta(z^{t+1}, v^t) \).

The last two examples illustrate how our logic extends pretty much unchanged to environments where asset prices are relevant for production or the amount of credit in the economy. Our approach would have to be amended in models of entrepreneurship where wealth and asset prices matter production choices at the household level.

### A.4 Durable and Non-Durable Consumption Goods

We now consider an economy with durable goods. We show that in general we have to modify the definition of the discount factor and labor disutility wedge and add an another wedge to obtain an RA representation, but our logic still extends to this environment. We then discuss under which conditions the discount factor and labor supply wedge reduce to the ones in the text.

Suppose that households’ preferences are

\[ U(x, l) = \frac{x^{1-\sigma} - 1}{1 - \sigma} - \chi \frac{l^{1+\psi}}{1 + \psi} \]

where \( x \) is a composite of durable and non-durable consumption goods, \( d \) and \( c \) respectively. For simplicity, we let

\[ x = G(c, d) = c^\alpha d^{1-\alpha}. \]

Durable depreciates at a rate \( \delta \). For ease of exposition, we simplify the production side of the economy by assuming that output is produced by competitive firms that produce durable and non-durable goods using labor only. Prices are flexible so we consider a
real economy. The two types of goods are perfect substitute in production. The resource constraint is

\[ C \left( z^t \right) + D \left( z^t \right) \leq A \left( z_t \right) L \left( z^t \right) + (1 - \delta) D \left( z^t \right), \tag{A.17} \]

where \( D \left( z^t \right) \) is the aggregate stock of durable goods.

We assume that durables are illiquid in that a households cannot sell their durable stock and they can be used as collateral in the debt limit. For simplicity, we omit assets other than the risk free bond and the durable goods but they can be added as long as they satisfy the conditions in the text. The household solves

\[
\max_{x(s^t), c(s^t), l(s^t)} \sum_t \sum_{s^t} \beta^t \Pr \left( s^t \right) U \left( x \left( s^t \right), l \left( s^t \right) \right)
\]

subject to

\[
x \left( s^t \right) = G \left( c \left( s^t \right), k \left( s^t \right) \right)
\]

\[
c \left( s^t \right) + d \left( s^t \right) + b \left( s^t \right) \leq R \left( s^t \right) b \left( s^{t-1} \right) + v \left( v_t \right) W \left( z^t \right) l \left( s^t \right)
\]

\[
b \left( s^t \right) \geq -\varphi d \left( s^t \right)
\]

\[
d \left( s^t \right) \geq (1 - \gamma) d \left( s^{t-1} \right)
\]

for some given initial stock of durables and bonds.

The solution of the household’s problem is characterized by

\[
U_x \left( s^t \right) G_x \left( s^t \right) + \mu \left( s^t \right) = \sum_{s^{t+1}} \beta \Pr \left( s^{t+1} \mid s^t \right) U_x \left( s^{t+1} \right) G_x \left( s^{t+1} \right) R \left( z^t \right)
\tag{A.18}

\[
\frac{G_x \left( s^t \right)}{G_d \left( s^t \right)} = \frac{\lambda \left( s^t \right)}{\lambda \left( s^t \right) + \mu \left( s^t \right) \phi + \kappa \left( s^t \right) - \sum_{s^{t+1} \geq s^t} \left[ \lambda \left( s^{t+1} \right) + \kappa \left( s^{t+1} \right) \right] (1 - \gamma)}
\tag{A.19}

\[
U_x \left( s^t \right) G_x \left( s^t \right) = \frac{-U_l \left( s^t \right)}{v \left( v_t \right) W \left( z^t \right)}
\tag{A.20}
\]

where \( \lambda \left( s^t \right), \mu \left( s^t \right) \) and \( \kappa \left( s^t \right) \) are the (normalized) Lagrange multipliers on the last three constraints. The intertemporal Euler equation, using our functional forms, can be written as

\[
x \left( s^t \right)^{1-\sigma} / c \left( s^t \right) \geq \sum_{s^{t+1}} \beta \Pr \left( s^{t+1} \mid s^t \right) x \left( s^{t+1} \right)^{1-\sigma} / c \left( s^{t+1} \right) R \left( z^t \right)
\]

or

\[
X \left( z^t \right)^{1-\sigma} / C \left( z^t \right) \geq \sum_{z^{t+1}} \beta \tilde{\beta} \left( v', z^{t+1} \right) \Pr \left( z^{t+1} \mid z^t \right) X \left( z^{t+1} \right)^{1-\sigma} / C \left( z^{t+1} \right) R \left( z^t \right)
\]
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where

\[
\tilde{\beta} \left( \nu^t, z^{t+1} \right) = \sum_{\nu^{t+1}} \Pr \left( \nu^{t+1} | \nu^t, z^{t+1} \right) \frac{X \left( z^t \right)^{1-\sigma} / C \left( z^t \right)}{X \left( z^{t+1} \right)^{1-\sigma} / C \left( z^{t+1} \right)} \frac{x \left( z^{t+1} \right)^{1-\sigma} / c \left( s^{t+1} \right)}{x \left( s^t \right)^{1-\sigma} / c \left( s^t \right)} \tag{A.21}
\]

\[
= \sum_{\nu^{t+1}} \Pr \left( \nu^{t+1} | \nu^t, z^{t+1} \right) \left[ \frac{c \left( z^t \right) / C \left( z^t \right)}{c \left( s^{t+1} \right) / C \left( z^{t+1} \right)} \right]^{-\sigma} \left[ \frac{d \left( s^t \right) / c \left( s^t \right)}{d \left( s^{t+1} \right) / c \left( s^{t+1} \right)} \right]^{(1-\alpha)(1-\sigma)} \frac{D \left( z^t \right) / C \left( z^t \right)}{D \left( z^{t+1} \right) / C \left( z^{t+1} \right)} \right]^{(1-\alpha)(1-\sigma)}
\]

The condition (A.19) can be written as

\[
\frac{d \left( s^t \right)}{c \left( s^t \right)} = \frac{1 - \alpha}{\alpha} \frac{\lambda \left( s^t \right)}{\lambda \left( s^{t+1} \right) + \mu \left( s^{t+1} \right) \phi + \kappa \left( s^{t+1} \right)} - \sum_{s^{t+1} \geq s^t} \left[ \lambda \left( s^{t+1} \right) + \kappa \left( s^{t+1} \right) \right] \left( 1 - \delta \right)
\]

Thus, the durable to non-durable ratio is not always equal to \((1 - \alpha) / \alpha\).

Define

\[
\omega \left( z^t \right) = \left[ \sum_{\nu^t} \Pr \left( \nu^t | \nu^t \right) \left( \frac{x \left( s^t \right)^{1-\sigma} / c \left( s^t \right)}{X \left( z^t \right)^{1-\sigma} / C \left( z^t \right)} \right)^{1/\psi} e \left( \nu^t \right)^{1+\psi} \right]^{-\psi} \tag{A.22}
\]

\[
= \left[ \sum_{\nu^t} \Pr \left( \nu^t | \nu^t \right) \left[ \frac{d \left( s^t \right) / c \left( s^t \right)}{D \left( z^t \right) / C \left( z^t \right)} \right]^{(1-\alpha)(1-\sigma)} \left( \frac{c \left( s^t \right) / C \left( z^t \right)}{D \left( z^t \right) / C \left( z^t \right)} \right)^{-\sigma} e \left( \nu^t \right)^{1+\psi} \right]^{-\psi}
\]

and

\[
\zeta \left( z^t \right) = \frac{D \left( z^t \right)}{C \left( z^t \right)} \frac{1 - \alpha}{\alpha}
\]

We have the following result:

**Proposition 7.** Suppose that \( \{ C \left( z^t \right), D \left( z^t \right), L \left( z^t \right), R \left( z^t \right) \} \) are part of an equilibrium of an heterogenous agent economy described in this section. Then, they must satisfy the aggregate Euler equation,

\[
X \left( z^t \right)^{1-\sigma} / C \left( z^t \right) = \max_{\nu^t} \sum_{z^{t+1}} \beta \tilde{\beta} \left( \nu^t, z^{t+1} \right) \Pr \left( z^{t+1} | \nu^t \right) X \left( z^{t+1} \right)^{1-\sigma} / C \left( z^{t+1} \right) R \left( z^t \right)
\]

**the labor supply condition**

\[
A \left( z^t \right) X \left( z^t \right)^{1-\sigma} / C \left( z^t \right) = \omega \left( z^t \right) \chi L \left( z^t \right)^{\psi}
\]
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the resource constraint (A.17), and

\[
\frac{D(z^t)}{C(z^t)} = \frac{1 - \alpha}{\alpha} \zeta(z^t),
\]

where \( X(z^t) = C(z^t) \alpha D(z^t) 1 - \alpha \), given \( \{ \tilde{\beta}(v^t, z^t+1), \tilde{\omega}(z^t), \zeta(z^t) \} \).

The proposition highlights that an additional wedge, \( \zeta(z^t) \), is needed in the RA representation to allow the model to match the ratio between durable and non-durable consumption. This is because different binding patterns for the collateral constraint and the non-negative of durable purchases can induce different ratios in the cross-section. For the very same reason, the discount factor and the labor disutility wedges have slightly different definitions as shown in (A.21) and (A.22). For instance, the discount factor wedge \( \tilde{\beta}(v^t, z^t+1) \) is the expectations over the product of two terms: the relative growth rate of non-durable consumption shares – as in the case in the text – and the growth rate of the durable to non-durable consumption relative to the aggregate. This second term modifies the definition of the discount factor wedge.

The wedges in (A.21) and (A.22) reduce to the ones in the baseline case considered in the text when \( c(s^t)/d(s^t) \) is constant in the cross-section. In this case, we have

\[
\tilde{\beta}(v^t, z^t+1) = \sum_{v^t+1} \Pr(v^t+1|v^t, z^t+1) \left[ \frac{c(z^t)/C(z^t)}{c(s^t+1)/C(z^t+1)} \right]^{-\sigma} = \tilde{\beta}(v^t, z^t+1)
\]

\[
\tilde{\omega}(z^t) = \left[ \sum_{v^t} \Pr(v^t|z^t) \left( \frac{c(s^t)/C(z^t)}{e(v_t)^{1+\phi/\psi}} \right)^{-\sigma/\psi} \right]^{-\psi} = \omega(z^t)
\]

and of-course \( \zeta(z^t) \) is constant. Thus, our economy with non-durable consumption only approximates well the economy with durables if the cross-sectional variance of \( c(s^t)/d(s^t) \) is sufficiently small.

### A.5 TANK

The class of economies considered in the main text does not include economies where a set of agents must pay a fixed cost to trade the nominal risk-free bond. Thus, the class of models considered does not include limited participation models. (Note that all the other assets other than the risk-free nominal bond can be subjected to fixed costs and limited participation. For instance, agents may have to pay a fixed cost in order to trade shares of firms.) Here we show that a similar RA-representation as the one in Proposition 1 is valid
for these model. The only difference is that one cannot identify the marginal agents by choosing the one with the highest discount factor wedge from micro data. This is because the presence of a fixed cost implies that the marginal agent is not necessarily the one with the highest marginal incentive to save. Thus, to make our method operational, a researcher must know which agents are marginal.

Consider an economy where the macro block is the same as in the main text. Assume that there are two types of households: a participant, indexed by super-script $p$, and a non-participant, $np$, with measure $\mu_p$ and $\mu_{np}$ respectively. Assume there are no idiosyncratic shocks. The budget constraint of a participant is

$$P_t(z_t) c_p(z_t) + \frac{b_p(z_t)}{1 + i(z_t)} + a_p(z_t) q_t \leq W_t(z_t) e_p(z_t) l_p(z_t) + T_p(z_t) + b_p(z_t) + a_p(z_t^{-1}) \left( R_k(z_t) + q_t \right)$$

where $a_p(z_t)$ are the participant holdings of the shares of monopolistic competitive firms, $p(z_t)$ is the price of such share, and $R(z_t)$ are the dividends distributed by the firms. The budget constraint of a non-participant is

$$P_t(z_t) c_{np}(z_t) \leq W_t(z_t) e_{np}(z_t) l_{np}(z_t) + T_{np}(z_t).$$

Thus, non-participants are hand-to-mouth agents. Market clearing requires that $a_p(z_t) = 1$ and $b_p(z_t) = B(z_t)$.

A possible foundation for this economy is that there are heterogenous fixed costs in accessing assets markets: participants have a zero cost while non-participants face a cost sufficiently high to induce them not to participate.

Toward establishing the RA representation, define the following statistics

$$\beta_p(z_{t+1}) \equiv \left( \frac{c_p(z_{t+1})/C(z_{t+1})}{c_p(z_t)/C(z_t)} \right)^{-\sigma} = \left( \frac{1/ \left[ \mu_p + \mu_{np}c_{np}(z_{t+1})/c_p(z_{t+1}) \right]}{1/ \left[ \mu_p + \mu_{np}c_{np}(z_t)/c_p(z_t) \right]} \right)^{-\sigma}$$

$$\omega(z_t) \equiv \left[ \sum_{i=p, np} \mu_i \left( \frac{c_i(z_t)}{C(z_t)} \right)^{\frac{\varphi}{\psi}} e_i(z_t)^{1+\psi} \right]^{-\frac{1}{\psi}}.$$

where $\omega$ is just a specialized version of $\omega$ in the text. We then have the following proposition:

**Proposition 8.** Suppose that \{C(z_t), Y(z_t), \pi(z_t), i(z_t)\} are part of an equilibrium for the
TANK economy. Then, they must satisfy the aggregate Euler equation,

\[
\frac{1}{1 + i(z^t)} = \beta \sum_{z_{t+1}} \left\{ \Pr(z_{t+1}|z^t) \theta(z_{t+1}) \beta_p z_{t+1} \left( \frac{C(z_{t+1})}{C(z^t)} \right)^{-\sigma} \right\}, \tag{A.23}
\]

the Phillips curve,

\[
\tilde{\pi}(z^t) = \frac{Y(z^t) Y(z^t)}{\kappa (\mu - 1)} \left[ \mu \chi Y(z^t)^\psi C(z^t)^\sigma \omega(z^t) \right] + \sum_{z_{t+1}} \beta_p(z_{t+1}) \tilde{\pi}(z_{t+1}) \tag{A.24}
\]

the Taylor rule (14), the resource constraint

\[
Y(z^t) = C(z^t) + \kappa \left[ \frac{\pi(z^t) - \bar{\pi}}{1 + \bar{\pi}} \right]^2, \tag{A.25}
\]
given \( \{ \beta_p(z_{t+1}) , \omega(z^t) \} \).

This is exactly the same result we have in Proposition 1. The only difference is that it may not be true that \( \beta_p(z_{t+1}) \geq \beta_{np}(z_{t+1}) \) for all \( z_{t+1} \). Thus, we cannot identify the participants (the marginal agents) directly from individual consumption data only.

## B Derivations for the economy in Section 3.4

Here we provide the detailed derivations for the example 3 in Section 3.4. In period 1, since we assume that \( T_{1H} = (1 + i) \frac{P_0}{P_1} B/\mu_H \), agents are homogeneous and consumption is determined by the static first order condition

\[
w_1 \frac{1}{C_1} = w_1 \frac{1}{w_1 l_1} = \chi l_1^\psi.
\]

Under the simplifying assumption that \( \psi = 1 \) and \( \chi = 1 \), consumption equals 1 in period 1 because from the firm’s problem \( w_1 = 1 \). Thus, we know that in period 1:

\[
c_{0H} = c_{1H} = C_1 = l_{1H} = l_{1L} = 1.
\]

Given an interest rate \( i \), the equilibrium objects in period 0, \( c_{0H}, c_{0L}, l_{0H}, l_{0L}, w_0, C_0 \), solve the following system of equations:

\[
\frac{1}{c_{0H}} = \beta (1 + i) \frac{P_0}{P_1} \frac{1}{c_{1H}}
\]
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\[ c_{0H} = e_H w_0 l_{0H} - \frac{T - \Pi}{\mu_H} + T \]
\[ c_{0L} = e_L w_0 l_{0L} + T \]
\[ e_i w_0 \frac{1}{c_{0i}} = \chi_i^{\psi} \]
\[ C_0 = \sum_i \mu_i e_i l_{0i} \]
\[ C_0 = \sum_i \mu_i c_{0i} \]

Under the assumption that monetary policy sets the nominal rate so that the real rate is \(1/\beta\), \(\beta(1 + i) \frac{p_k}{p_i} = 1\), the system simplifies to

\[ \frac{1}{c_{0H}} = 1 \Rightarrow c_{0H} = 1 \]

\[ c_{0H} = e_H w_0 l_{0H} - \frac{T - fp}{\mu_H} + T \]
\[ c_{0L} = e_L w_0 l_{0L} + T \]

\[ l_{0H} = e_H w_0 \]

\[ l_{0L} = e_L w_0 \frac{1}{e_L w_0 l_{0L} + T} \Rightarrow -e_L w_0 l_{0L}^2 - T l_{0L} + e_L w_0 = 0 \Rightarrow l_{0L} = \frac{\sqrt{T^2 + 4 (e_L w_0)^2} - T}{2 e_L w_0} \]

and

\[ \sum_i \mu_i e_i l_{0i} = \sum_i \mu_i c_{0i} \] (A.26)

where

\[ Y_0 = C_0 = \sum_i \mu_i c_{0i}. \]

We can express (A.26) as

\[ \mu_{H} e_H^2 w_0^2 + \mu_L \frac{\sqrt{T^2 + 4 (e_L w_0)^2} - T}{2} = \mu_H w_0 + \mu_L w_0 \left( \frac{\sqrt{T^2 + 4 (e_L w_0)^2} - T}{2} + T \right) \] (A.27)
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which implicitly defines the real wage as a function of $T$ and $\mu_L$, $w_0(T, \mu_L)$. Given $w_0(T, \mu_L)$, the other equilibrium allocations are given by

$$l_{0H} = e_H w_0(T, \mu_L)$$
$$l_{0L} = \sqrt{T^2 + 4(e_L w_0(T, \mu_L))^2} - T$$
$$c_{0H} = 1$$
$$c_{0L} = e_L w_0(T, \mu_L) l_{0L} + T$$

and

$$C_0 = Y_0 = \sum_i \mu_i c_{0i}.$$ 

The equations above fully characterize the equilibrium outcome. Thus, to solve for the equilibrium outcome given $T$ and $\mu_L$ we simply need to numerically solve (A.27). To generate Figure 1 in the text, we compute the numerical derivative of the equilibrium output with respect to $T$ for different levels of $\mu_L$.

C Monte Carlo analysis

In this appendix we study how well our approximations for estimating the realization of the wedges from panel data and approximating their stochastic processes work in practice by performing a Monte Carlo analysis on data simulated from the Guerrieri and Lorenzoni (2017) and the Krusell and Smith (1998) economy.

C.1 The Guerrieri and Lorenzoni (2017) economy

We focus on the flexible price economy ($\kappa = 0$) where households have the following preferences over consumption and labor,$^{28}$

$$U(c, l) = \frac{c^{1-\sigma} - 1}{1 - \sigma} + \frac{\chi (1 - l)^{1-\psi}}{1 - \psi}.$$ 

Households produce a consumption good using the technology,

$$y_{i,t} = e_{i,t} l_{i,t},$$

---

$^{28}$The functional form for labor disutility here is different from the one we considered in Section 2. Because of that, the expressions for $\omega_i$ and the labor supply condition in the RA representation are slightly different from those of Proposition 1.
Notes: The figure reports the response of output and the risk-free rate after a tightening of the borrowing limit. Output is reported in percentage deviations from its steady state while the risk-free rate in percentage points.

Figure A-1: IRFs to a tightening of the borrowing limit

where \( e_{i,t} \) is an idiosyncratic shock to labor productivity. The households can only save and borrow in a real non-contingent bond earning the risk-free real rate \( R_t \) and they face a borrowing limit \( b_{i,t+1} \geq \phi_t \). The debt limit \( \phi_t \) is the only aggregate shock in this economy, and it follows the AR(1) process,

\[
\phi_t = (1 - \rho)\bar{\phi} + \rho\phi_{t-1} + \sigma_{\phi} \epsilon_t.
\]

In equilibrium, the households’ net demand of bonds equal the supply of bonds by the government, \( B \). We follow Guerrieri and Lorenzoni (2017) in the calibration of households’ preferences, the Markov process \( e_{i,t} \), the bond supply \( B \) and the average borrowing limit \( \bar{\phi} \). We set \( \rho = 0.90 \) and \( \sigma_{\phi} = 0.05 \). Since we consider a flexible price economy, we can abstract from the specification of monetary policy and nominal variables. We perform simulations by applying the methodology of Boppart, Krusell, and Mitman (2018).

Figure A-1 plots the IRFs to a reduction in \( \phi_t \) of two standard deviations—a tightening of the borrowing limit. We can see that the shock leads to a persistent decline in output and in the risk-free rate. The decline in aggregate output is due to a change in the composition of labor supply. When the borrowing limit tightens, borrowers cut current consumption while savers increase it. Due to wealth effects, the former increase their labor supply while the latter reduce it. Because borrowers have on average a lower realization of \( e_{i,t} \) than savers, these changes in the composition of the labor force lead to a decline in average productivity and thus in output. The decline in the risk-free rate is due to the decline in the supply of bonds issued by borrowers.

The RA representation. If aggregate output, \( Y_t \), consumption, \( C_t \), and the risk-free real rate, \( R_t \), are part of an equilibrium of the Guerrieri and Lorenzoni (2017) economy, then,
they satisfy the following conditions

\[ \frac{1}{R_t} = \beta \max_i E_t \left\{ \beta_{i,t+1} \left( \frac{C_{i+1}}{C_t} \right)^{-\sigma} \right\}, \]  
(A.28)

\[ C_t^{-\sigma} = \omega_t [1 - Y_t]^{-\psi} \]

\[ Y_t = C_t \]

where \( \beta_{i,t+1} \) is defined in equation (19) and \( \omega_t \) is given by

\[ \omega_t = \left\{ \mathbb{E}_t \left[ \left( \frac{\phi_{i,t}^{\psi} e_{i,t}^{\psi+1}}{\chi^{\psi+1}} \right)^{1}(l_{i,t} > 0) \right] - \frac{\mathbb{E}_t[e_{i,t}(l_{i,t} > 0)] - 1}{C_t^{\psi}} \right\}^{\psi}. \]  
(A.29)

This is the analog of Proposition 1 for this economy. The first equation in (A.28) is the aggregate Euler equation for bonds. The second equation is obtained from aggregating the labor supply conditions of households that are working, and using the production function to substitute hours worked in efficiency units for aggregate output. This is the analog of the Phillips curve when there are no nominal rigidities, \( \kappa = 0 \). The third equation is the resource constraint.

The variable \( \omega_t \) in equation (A.29) represents the time-varying disutility of labor in the RA representation and it captures the compositional changes in labor supply that take place in the heterogeneous agent economy. This expression is a generalization of equation (20) that allows for movements of labor at the extensive margin, which occur in the Guerrieri and Lorenzoni (2017) due to their preference specifications. Because there are no price rigidities, aggregate output and consumption are determined using just the last two equations in (A.28), and they are only functions of \( \omega_t \). Holding \( \omega_t \) constant, fluctuations in \( E_t[\beta_{i,t+1}] \) do not have any effect on output, and are fully reflected on the risk-free rate.

In a recursive competitive equilibrium of the heterogeneous agent economy, the exogenous aggregate state is \( z_t = z_t^{HA} = [\phi_t] \), and there are no exogenous states that are directly part of the RA representation, \( z_t^{RA} = \emptyset \). The endogenous aggregate state is \( X_t = X_t^{HA} = \Psi_t(e, b) \) where \( \Psi_t \) is the joint distribution of individual productivities and of asset holdings, and there are no endogenous states that are directly part of the RA representation, \( X_t^{RA} = \emptyset \). So, in the Guerrieri and Lorenzoni (2017) economy no state-variable of the heterogeneous agent economy appears in the RA representation, and equation (32)

\footnote{It is straightforward to verify that the two expressions coincide when \( 1(l_{i,t} > 0) = 1 \) for all \( i, t \).}
Table A-1: Monte Carlo analysis

<table>
<thead>
<tr>
<th>Panel (a): Stochastic process for the wedges</th>
<th>$\Phi_{\beta,\beta}$</th>
<th>$\Phi_{\beta,\omega}$</th>
<th>$\Phi_{\omega,\beta}$</th>
<th>$\Phi_{\omega,\omega}$</th>
<th>$\sigma_{\epsilon,\beta} \times 100$</th>
<th>$\sigma_{\epsilon,\omega} \times 100$</th>
<th>$\rho_{\epsilon,\beta,\omega}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>MC Average</td>
<td>0.00</td>
<td>0.60</td>
<td>-0.02</td>
<td>0.54</td>
<td>0.43</td>
<td>0.31</td>
<td>-0.92</td>
</tr>
<tr>
<td>5th Percentile</td>
<td>-0.15</td>
<td>0.40</td>
<td>-0.13</td>
<td>0.36</td>
<td>0.38</td>
<td>0.27</td>
<td>-0.94</td>
</tr>
<tr>
<td>95th Percentile</td>
<td>0.15</td>
<td>0.81</td>
<td>0.10</td>
<td>0.68</td>
<td>0.50</td>
<td>0.36</td>
<td>-0.88</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Panel (b): Business cycle statistics</th>
<th>Mean($Y_t$)</th>
<th>Mean($r_t$)</th>
<th>Stdev($y_t$)</th>
<th>Stdev($r_t$)</th>
<th>Acorr($y_t$)</th>
<th>Acorr($y_t$)</th>
<th>Corr($y_t$, $r_t$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HA economy</td>
<td>0.42</td>
<td>0.63</td>
<td>0.08</td>
<td>0.11</td>
<td>0.53</td>
<td>0.58</td>
<td>0.98</td>
</tr>
<tr>
<td>MC Average</td>
<td>0.42</td>
<td>0.62</td>
<td>0.08</td>
<td>0.10</td>
<td>0.56</td>
<td>0.50</td>
<td>0.98</td>
</tr>
<tr>
<td>5th Percentile</td>
<td>0.42</td>
<td>0.61</td>
<td>0.06</td>
<td>0.07</td>
<td>0.40</td>
<td>0.10</td>
<td>0.89</td>
</tr>
<tr>
<td>95th Percentile</td>
<td>0.42</td>
<td>0.63</td>
<td>0.09</td>
<td>0.13</td>
<td>0.68</td>
<td>0.75</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Notes: Panel (a) reports the estimates of a VAR(1) for $T_{t+1}$. The first row reports the average of the coefficients across the Monte Carlo replications, the remaining two columns the 5th and 95th percentile. Panel (b) reports moments for output and the risk-free rate in the heterogeneous agent economy and in the RA representation. $Y_t$ is output in level while $y_t$ is output in percentage deviation from the ergodic mean. The risk-free rate is reported in percentages (annualized).

specializes to the VAR process

$$T_{t+1} = \Phi(L) \times T_t + \epsilon_{t+1},$$

(A.30)

Monte Carlo analysis. We simulate 500 panel datasets from the original heterogeneous agent economy, with each panel having 10000 households and 100 quarters. We compute $\beta_{g,t+1}$ for the four households’ groups using equation (28), and we compute $\omega_t$ using equation (A.29). In our simulations, the high-income/low net worth and high income/high net worth groups have on average the highest $\beta_{g,t+1}$ in our simulations, suggesting that those households are typically the ones on their Euler equation. We include in $T_{t+1}$ only $\beta_{g,t+1}$ for the high income/high net worth group in order the minimize the number of parameters to be estimated in the law of motion for $T_{t+1}$.

For each panel dataset, we estimate the VAR process in equation (A.30), setting the lag structure to 1. Panel (a) of Table A-1 reports the estimates of the VAR process. We can see that $\omega_t$ is on average positively autocorrelated ($\phi_{\omega,\omega} = 0.54$), and it predicts high values for $\beta_{t+1}$, as $\phi_{\beta,\omega} = 0.61$. Given the estimated parameters, we solve for the policy functions of the RA representation and simulate aggregate variables. Panel (b) of Table A-1 reports first and second moments for output and the risk-free rate in those simulations. Specifically, it reports for each moment the average across these Monte Carlo replications along with the 5th and 95th percentile. The raw “HA economy” reports Monte Carlo average of the
same moments computed from simulations of the actual heterogeneous agents economy. We can see that the RA representation reproduces very accurately the underlying stochastic behavior of output and the risk-free rate in the heterogeneous agent economy.

This analysis shows that our approach to compute the discount factor wedge and the proposed approximation to the law of motion for the wedges work extremely well in this application.

C.2 The Krusell and Smith (1998) economy

The heterogeneous agents economy. We consider an economy with capital accumulation and flexible prices, \( \kappa = 0 \). Households inelastically supply labor, \( \chi = 0 \), and their idiosyncratic labor productivity follows a Markov process and can take on two values, \( e \in \{1, 0\} \). The households decide how much to consume and save, and financial markets are incomplete in that households can only trade claims on the capital stock subject to a debt limit.

The representative firm produces a final good using the technology

\[
Y_t = A_t K_t^\alpha L_t^{1-\alpha},
\]

where \( A_t \) is an aggregate TFP shock, \( K_t \) is the capital stock, and \( L_t \) is total worked hours worked in efficiency units. Given the process for idiosyncratic risk, the latter equals to

\[
L_t = 1 - u_t,
\]

where \( u_t \) is the fraction of agents that are currently unemployed.

We let \( A_t \) to take two values, \( A_L < 1 < A_H \). In addition, we allow for the aggregate shock to affect the distribution of idiosyncratic labor productivities: a low \( A_t \) is associated with a higher probability that a household samples \( e = 0 \), which makes idiosyncratic risk countercyclical.\(^{30}\)

We consider two calibrations. The first is the one in Krusell and Smith (1998). It is well known that with those parameters’ values the model delivers “approximate aggregation”, in the sense that the cyclical behavior of output, consumption and investment in the incomplete market economy closely mirror those in the corresponding economy with complete financial markets—the representative-agent real business cycle model. The second, which we label “high risk calibration”, is identical to the one in Krusell and Smith (1998) with\(^{30}\)

\[^{30}\]Specifically, let \( \pi_{A_t e_t | A_t' e_t'} \) be the probability of \( A_{t+1} = A' \) and \( e_{t+1} = e' \) given that \( A_t = A \) and \( e_{t} = e \). These transition probabilities are such that \( u_t \) is only a function of \( A_t \) and can thus take two values, \( u(A_L) = u_L \) and \( u(A_H) = u_H \), with \( u_H > u_L \).
the exception that the probability of being unemployed when $A_t = A_L$ is 20% instead of 10%\footnote{When doing so, we normalize $A_L$ so that $A_t(1 - u_t)^{1-\alpha}$ is the same across the two calibrations.}. This makes idiosyncratic income risk more countercyclical and, as we will see below, it breaks approximate aggregation. We numerically solve the heterogeneous agent economy using the software provided by Maliar, Maliar, and Valli (2010).

The circled lines in Figure A-2 reports the impulse response functions (IRFs) to a negative TFP shock\footnote{We compute non-linear IRFs following Koop, Pesaran, and Potter (1996). Starting from the ergodic mean of the model, we compute $2 \times M$ simulations for aggregate consumption, investment and output of length $T$. In the first $M$ simulations, we restrict TFP at $t = 1$ to equal $A_H$. In the second set of simulations, we restrict TFP at $t = 1$ to equal $A_L$. To obtain the IRFs, we average the first and second sets of simulations across $M$ and take the difference between the two paths.}. Panel (a) reports the IRFs with the Krusell and Smith (1998) calibration: consumption, investment and output fall after the shock, and we know from their analysis that these magnitudes are essentially identical to those of the corresponding representative agent economy. Panel (b) reports the IRFs in the high risk calibration. Relative to the calibration of Krusell and Smith (1998), consumption falls by more and investment falls by less after the shock. This difference is due to the higher incidence of precautionary savings: in the high risk calibration, households have more incentives to save after a negative TFP shock because of the higher probability of being unemployed, and these precautionary motives depress aggregate consumption and increase aggregate investment, as households in this economy can save only by accumulating claims on the capital stock.

**The RA representation.** We now describe the RA representation of this economy. In what follows, it is convenient to define $\tilde{A}_t = A_t (1 - u_t)^{1-\alpha}$. The exogenous aggregate state for this economy is $z_t = z_t^{RA} = \tilde{A}_t$ and there are no exogenous shocks that are not part of the RA representation, $z_t^{HA} = \emptyset$. The endogenous aggregate state is $X_t = [X_t^{RA}, X_t^{HA}]$ where $X_t^{RA}$ is the level of the capital stock $K_t$ and $X_t^{HA}$ is the joint distribution of asset holdings and individual productivities $\Psi_t$. If one follows the common practice of recording only the mean capital stock as a statistic for the distribution of asset holdings then there is no problem of a missing state variable because $K_t = X_t^{RA}$.

Given that labor is inelastically supplied, there is no labor supply condition of households, so $T_{t+1} = [\hat{\beta}_{t,1+t}, \ldots, \hat{\beta}_{t,1+t}]'$ does not contain $\omega_t$. Equation (32) then specializes to

$$T_{t+1} = \Phi(L) \times T_t + A \times \hat{K}_t + B \times \hat{A}_t + C \times \hat{A}_{t+1} + \varepsilon_{t+1}. \quad (A.31)$$
Notes: The circled line reports IRFs to a negative technology shock in the Krusell and Smith (1998) economy. The solid line reports the Monte Carlo average of the IRFs to a negative technology shock in the RA representation, while the dotted line reports the 5th and 95th percentile across the Monte Carlo simulations. Panel (a) reports this experiment under the standard calibration of the Krusell and Smith (1998), while panel (b) reports the same information for the high risk calibration. Consumption, investment and output are reported in percentage changes from their ergodic mean value.

Figure A-2: IRFs to a negative TFP shock

So, the RA representation is

\[ Y_t = K_{t+1} + C_t \]
\[ Y_t = \bar{A}_t K_t^\alpha \]
\[ 1 = \beta \max_i \mathbb{E}_t \left\{ \beta_{i,t+1} \left( \frac{C_{t+1}}{C_t} \right)^{-\sigma} \left[ \alpha \frac{Y_{t+1}}{K_{t+1}} + (1 - \delta) \right] \right\} \]  

subject to the stochastic process for \( \bar{A}_t \) and \( T_t \). This is a representative agent real business cycle model with a time-varying discount factor for the stand-in household, and can be easily solved numerically.

Monte Carlo analysis. We now study how well our procedure approximates the IRFs reported in Figure A-2. For that purpose, we proceed as follows. We simulate 500 panel datasets containing households’ level information on consumption, income and assets from the original heterogeneous agent economy. Each panel has 10000 households, and lasts 100...
Table A-2: Summary statistics for $\beta_{g,t+1}$

<table>
<thead>
<tr>
<th></th>
<th>Krussel and Smith calibration</th>
<th>High Risk calibration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean($\hat{\beta}_{g,t+1}$)</td>
<td>Mean($E_{g,t+1}$)</td>
</tr>
<tr>
<td>$y_{L,t}/n_{L,t}$</td>
<td>0.004</td>
<td>-0.060</td>
</tr>
<tr>
<td>$y_{L,t}/n_{H,t}$</td>
<td>0.015</td>
<td>-0.015</td>
</tr>
<tr>
<td>$y_{H,t}/n_{L,t}$</td>
<td>0.015</td>
<td>-0.014</td>
</tr>
<tr>
<td>$y_{H,t}/n_{H,t}$</td>
<td>0.015</td>
<td>-0.014</td>
</tr>
</tbody>
</table>

Notes: For each calibration, the first column reports the Monte Carlo average of the sample mean of $\hat{\beta}_{g,t+1} \equiv (\beta_{g,t+1} - 1) \times 100$, the second column the Monte Carlo average of the sample mean of $EE_{g,t+1}$ defined in equation (A.33), and the third column reports the Monte Carlo average of the $R^2$ of an OLS regression of $\hat{\beta}_{t}$ and $K_t$ on $EE_{g,t+1}$.

quarters. For each of these panel datasets, and for each $t$, we partition households in four groups based on their labor income income, $y_{i,t}$, and net worth, $n_{i,t}$, as described in Section 4.1 and compute $\beta_{g,t+1}$ using equation (28). We next estimate the stochastic process (A.31), solve for the policy functions of the RA representation, and compute the IRFs to a negative TFP shock.

Let us start by studying how the $\beta_{g,t+1}$ varies across households. The first column of Table A-2 reports the Monte Carlo average of the sample mean of $\hat{\beta}_{g,t+1}$ for each group. We can see that high income households have, on average, a higher $\beta_{g,t+1}$ than households with lower labor income, especially in the high-risk calibration. This is the result of two forces in the model. First, consumption shares are positively related to idiosyncratic productivity shocks because idiosyncratic risk is not perfectly insured. Second, these productivity shocks are mean-reverting. Thus, the consumption shares of households that are hit by a positive idiosyncratic shock today fall on average between today and tomorrow, explaining why this group has a higher $\beta_{g,t+1}$ on average.

To verify whether the aggregate Euler equation in (A.32) holds when using the measured wedges, we compute the following statistic

$$EE_{g,t+1} = 100 \times \left( \frac{1}{\beta} - \beta_{g,t+1} \left( \frac{C_{t+1}}{C_t} \right)^{-\sigma} R_{k,t+1} \right),$$

(A.33)

where $R_{k,t+1}$ is the realized return to capital in period $t + 1$. By construction $EE_{g,t+1}$ should be on average equal to zero and orthogonal to the current information set for the households that are on their Euler equation—those achieving the “max” in the Euler equation of the RA representation. In the second column of Table A-2 we report the Monte Carlo average of the sample mean of $EE_{g,t+1}$, while the third column reports the Monte Carlo
average of the $R^2$ of an OLS regression of $\tilde{A}_t$ and $K_t$ on $EE_{g,t+1}$. We can see that $EE_{g,t+1}$ associated to high income households are close to zero on average, and they are not predicted by the aggregate state variables of the model. These results show that our approach for measuring the wedge, despite the approximations discussed in Section 4.1, works well in this economy.

After retrieving the time path for the wedges, and for each Monte Carlo replication, we estimate the stochastic process in equation (A.31) with one lag in the autoregressive component. We include in $T_t$ only the $\beta_{g,t}$ for the high income/high net worth group, as the results in Table A-2 shows that the aggregate Euler equation holds when using this wedge.\footnote{That is to say, households that have above median income and above median net worth are most of the time unconstrained in this economy, so they achieve the “max” in the Euler equation (A.32). Results are virtually identical when we include in $T_t$ the $\beta_{g,t+1}$ for the four groups.} Given the estimated parameters, we next solve for the policy function of the equivalent RA representation in (A.32) and compute IRFs to a negative TFP shock. As we repeat this process for every Monte Carlo replication, we obtain a distribution of IRFs.

Figure A-2 reports the results: the solid line represents the average across the Monte Carlo replications while the dotted lines report the 5\textsuperscript{th} and 95\textsuperscript{th} percentile. We can see that in both calibrations the RA representation does remarkably well in retrieving the true underlying IRFs of the heterogeneous agent economy. In the Krussel and Smith calibration, $E_{t}[\beta_{g,t+1}]$ does not change much in response to the TFP shock. That is, the IRFs in the heterogeneous agent economy are very close to those of a representative agent economy with a time-invariant discount factor. This is an implication of approximate aggregation. In the high risk calibration, instead, $E_{t}[\beta_{g,t+1}]$ increases substantially when TFP falls. That is, the RA representation captures the countercyclical precautionary motives that arise in the original heterogeneous agent economy through an increase in the discount factor of the stand-in household.

## D Data

In this appendix, we provide full details about how our empirical sample was constructed. We also benchmark our baseline sample to government aggregates and show that our sample is consistent with other aggregate trends.

### D.1 Aggregate data

**Real gross domestic product [GDPC1].** *U.S. Bureau of Economic Analysis*, Billions of chained 2012 dollars, Seasonally adjusted annual rate. We de-trend this series by estimating the...
following regression with ordinary least squares

$$\log(Y_t) = a_1 + a_2t + a_3t^2 + \varepsilon_{y,t},$$

where $\log(Y_t)$ is the logarithm of real gross domestic product and $t$ is calendar time. The residual of this regression, $\varepsilon_{y,t}$, is the de-trended output series that we use in our application.

**Effective Federal Funds Rate [FEDUFUNDS].** *Board of Governors of the Federal Reserve System, Percent, Annual averages of daily figures.*

**Inflation [FEDUFUNDS].** *World Bank, Percent, Annual percentage change in the Consumer Price Index.*

**PCE Consumption [Sum of Nondurables and Services from Table 2.3.5.].** *NIPA, Billions of Nominal Dollars. Annual averages of quarterly figures.*

**Income [Sum of wages, business income, rental and asset income from NIPA Table 2.1].** *NIPA, Billions of Nominal Dollars, Annual averages of quarterly figures.*

**Hours [AVHWPEUSA065NRUG].** *Penn World Tables and FRED. Hours, Not Seasonally Adjusted.*

### D.2 Definition of variables and sample selection in the CE

**Consumption expenditures.** Our measure of consumption expenditure is close to the NIPA definition of nondurable and services expenditures. It is constructed by aggregating up the following expenditure sub-categories: food, tobacco, domestic services, adult and child care, utilities, transportation, pet expenses, apparel, education, work-related and training, healthcare, insurance, furniture rental and small textiles, housing related expenditures excluding rent.

**Total hours worked.** We compute total hours worked for the head of household by multiplying the number of weeks worked full or part time over the last year (*INCWEEK1*) multiplied by the numbers of hours usually worked per week (*INC_HRS1*). We obtain the same indicator for the spouse (*INCWEEK2* and *INC_HRS2*) and add the two.

**Labor income.** We compute labor income as the sum of total household (combine unit CU) income from earnings before taxes (pre-2004 *FSALARYX*; after 2004 *FSALARYM*), plus
the total income received from farm (pre-2004 - FFRMINCX; 2004-2012 FFRMINCM) and nonfarm business (pre-2004 FNONFRMX; 2004-2012 FNONFRMM). For 2013 onward, these two variables are subsumed into FSMPFRMX, which measures pre-tax labor income at the household level.

**Liquid assets.** It includes the total amount the households held in savings accounts in financial institutions (SAVACTX), checking and brokerage accounts (CKBKACTX). In the CE, these amounts are only reported in the last interview. Thus they represent end of period values for the household. In order to define beginning of period values for these assets, we use the following variables (COMPSAVX and COMPCKGX), which report the total change in savings and checking accounts over the previous year, respectively. Then beginning of period values are defined as end of period values minus the change in value. From 2013 onward, we use the variable (LIQUIDYRX) to measure liquid assets.

**Illiquid Assets.** It includes the value of owned automobiles (NETPURX), residential housing (PROPVALX), U.S. savings bonds (USBNDX), the value of all securities directly held by the household (include stocks, mutual funds and non U.S. savings bonds) (SECESTX), and money owned to the household by individuals outside of the household (MONYOWDX). The value of U.S. savings bonds and total securities are only reported in household interview. In order to define beginning of period values for these assets, we use the following variables (COMPBNDX and COMPSECX), which report the total change in U.S. savings bonds and all securities over the previous year, respectively. Then beginning of period values are defined as end of period values minus the change in value. From 2013 onward, the value of bonds and securities is captured by the variable STOCKYRX.

**Total assets.** It is the value of liquid assets plus illiquid assets each household owns.

**Liabilities.** It is the current value of the household’s home mortgage (QBLNCM3X) plus the outstanding principal balance on auto debt. (QBALNM3X).

**Net worth.** Net Worth is total assets minus liabilities.

The baseline sample includes all households where the head of the household is between the ages of 22 and 64 over the period 1992-2017. We only use households who participate in all four interviews in the CE. We restrict the sample to those which the CE labels as "complete income reporters," whenever possible (the variable REPSTAT is only available until 2013), corresponding to households with at least one non-zero response to any of the income and benefits questions, those with non-negative consumption, income and hours,
those with positive food expenditures and those with non-missing information on income, net worth, wages and consumption. We use the assigned "replicate" or sample weights, designed to map the CE into the national population in all calculations. We use the CPI-U to express all monetary variables in constant 2000 dollars. To eliminate outliers and mitigate any impact of time-varying top-coding, we i) eliminate extreme observations for $c_{i,t+1}/c_{i,t}$ when computing the discount factor wedge (as in Vissing-Jørgensen (2002), we drop observations where semi-annual change in consumption share is less than 0.2 or larger than 5) and ii) winsorize the top and bottom 1% of consumption shares and relative wage observations when computing the wedges. Finally, we drop households for which we are unable to perform the Mincer regression described in the main text because of missing data on the covariates.

Taking 2006 as the year of reference, we have 5131 households that report full consumption information in all four interviews. We next keep households whose head is in the age bracket 22-64, leaving us with 3920 households that reported income and consumption in 2006. Within this group, we keep households that are considered “full income responders” (3441), and drop any household that observed a change in family size between the first and the last interview (3398). We then keep only households with information on consumption, net worth, income and hours in each year, leaving us with 2907 households for 2006. Finally, we are not able to run our Mincer regressions for households with missing co-variates. This leaves us with 2327 households in 2006.

D.3 Summary statistics

Table A-3 reports selected households’ characteristics for 2006. In the CE, the average age for the head of household was 44 years, and roughly 37% of the households’ head held a college degree. The average size of the household was 2.75. On average, households spent roughly 10512 dollars per person in non-durables and services, and the average income per person was 28774 dollars. Households worked 1331 hours per year per person on average, earning an average wage of 28.80 dollars per hour. The mean net worth for the household was 172963 dollars, with 16574 dollars in liquid assets. As a comparison with previous papers, the average characteristics of the household in our sample are very close to those reported in Heathcote and Perri (2018). See Table 1 in their paper.

D.4 Trends in the data

In this section we examine whether the dynamics of aggregate consumption, income, and total hours per capita in our cross sectional data capture the broad contours of national
Table A-3: Average characteristics of households in 2006

<table>
<thead>
<tr>
<th></th>
<th>CE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age of head</td>
<td>44.32</td>
</tr>
<tr>
<td>Household size</td>
<td>2.75</td>
</tr>
<tr>
<td>Head with college (%)</td>
<td>36.87</td>
</tr>
<tr>
<td>Consumption expenditures per person</td>
<td>10511.51</td>
</tr>
<tr>
<td>Labor income per person</td>
<td>28774.22</td>
</tr>
<tr>
<td>Disposable income per person</td>
<td>28672.91</td>
</tr>
<tr>
<td>Hours worked per person</td>
<td>1330.98</td>
</tr>
<tr>
<td>Wage per hour</td>
<td>28.80</td>
</tr>
<tr>
<td>Household’s net worth</td>
<td>172962.70</td>
</tr>
<tr>
<td>Liquid assets</td>
<td>16573.65</td>
</tr>
</tbody>
</table>

Notes: The sample size is 2327 households. All statistics are computed using sample weights. All monetary variables are expressed in 2000 U.S. dollars.

Income and product accounts (NIPA) aggregates. Each series is normalized to 1 in 2000 because the levels vary somewhat across data sets. See Section D.1 for the precise variable definitions of these aggregates. These aggregates were chosen to be as close as possible to their CE equivalents. The results are shown in figure A-3.

The top left panel of figure A-3 shows the dynamics of average per capita expenditures in the CE and the closest equivalent measure in the NIPA (PCE non-durable and services expenditure). The top left panel shows average per capita income in the CE and NIPA, where our NIPA measure is the sum of wages, business income, rental and asset income from Table 2.1). The bottom panel shows average annual worked per capita in the CE as well as its aggregate counterpart obtained from the Penn World Table. While the fit is not perfect, it is clear that the dataset captures the broad contour of each aggregate series during the Great Recession.34

D.5 Alternative measurement of the discount factor wedge

Figure A-4 shows the results of our baseline measurement of the (high income, low net worth) $\beta_{g,t}$, where we grouped households according to whether their income at date $t-1$ is above or below median income and, within each of these two groups, whether the level of their net worth is above or below the group median. Figure A-4 reports results under the following different assumptions: when deflating consumption internally using the CE data

34Our figure A-3 is very similar to the relevant panels in Figure 13 of Heathcote and Perri (2018) giving us further confidence.
Notes: Top panel compares consumption and income per capita in the CE and in NIPA. The bottom panel shows the behavior of average annual hours worked per capita in the CE and Penn World Tables (PWT). Each series is normalized to 1 in 2000.

Figure A-3: Aggregate consumption, income and worked hours in the CE rather than NIPA aggregates (red dashed line), when keeping all households who report income rather than complete income reporters (blue dotted line) and when we partition households using two income and two liquid asset groups (green dash-dotted line). Our baseline group is shown in the solid black line.

Deflating by the CE rather than NIPA mainly affects the level of $\beta_{g,t}$, but there is still a large increase during the Great Recession. Relaxing our assumptions about the reporting of income or changing the partition from net worth to liquid wealth has little effect on the main result. This suggests that our results are robust to using other natural partitions of the CE data.

E Numerical solution

Let the state vector be $S_t = [i_{t-1}, \hat{\theta}_t, \hat{A}_t, \hat{\epsilon}_{m,t}, \hat{\beta}_t, \hat{\omega}_t]$. The equilibrium conditions of the model can be summarized by the following equations
Notes: This figure shows an estimate of the $\beta_{g,t}$ for the high income/low net worth group in four different cases: our baseline with two income and two net worth groups (solid black line), when computing consumption shares using the CE data rather than NIPA for aggregate consumption (dashed red line), when keeping all households who report income rather than complete income reporters (blue dotted line), and when using net liquid assets rather than net worth when partitioning the households (green dash-dotted line).

Figure A-4: $\beta$ measurement robustness

\begin{align}
Y(S_t) & = C(S_t) + \frac{\kappa}{2} \left( \frac{\pi(S_t) - \pi^*}{1 + \pi^*} \right)^2 \\
Y^{\text{pot}}(S_t) & = \left[ \frac{\exp\{\hat{A}_t\}^{1+\gamma}}{\exp\{\hat{\omega}_t\}^{1+\gamma}} \right] \frac{\pi(S_t)}{1 + \pi^*} \\
1 + i(S_t) & = \max\left\{ (1 + i_{t-1})^{\phi_i} \left( 1 + \bar{r} \right) \left( \frac{1 + \pi(S_t)}{1 + \pi^*} \right)^{\psi_i} \left( \frac{Y(S_t)}{Y^{\text{pot}}(S_t)} \right)^{\psi_i(1-\rho_i)}, 1 \right\} \\
1 & = [1 + i(S_t)]\beta_{E_t} \left[ \exp\{\hat{\theta}_{t+1} + \hat{\theta}_{t+1}\} \left( \frac{C(S_{t+1})}{C(S_t)} \right)^{-\sigma} \frac{1}{1 + \pi(S_{t+1})} \right] \\
\frac{\pi(S_t) - \pi^*}{1 + \pi^*} & = \frac{1}{\kappa(\mu - 1)} Y(S_t) \left( \frac{\mu Y(S_t)^{\phi_i}C(S_t)^{\mu_i} \exp\{\hat{\omega}_t\}}{\exp\{\hat{A}_t\}^{1+\gamma}} - 1 \right) \\
& + \beta E_t \left[ \exp\{\hat{\theta}_{t+1} + \hat{\theta}_{t+1}\} \left( \frac{C(S_{t+1})}{C(S_t)} \right)^{-\sigma} \frac{\pi(S_{t+1}) - \pi^*}{1 + \pi^*} \frac{1 + \pi(S_{t+1})}{1 + \pi^*} \right].
\end{align}
Given policy functions for $C(S_t)$ and $\pi(S_t)$, we can use equations (A.34)-(A.36) to solve for $Y(S_t)$ and $i(S_t)$. Thus, the numerical solution of the model can be equivalently expressed as approximating $C(S_t)$ and $\pi(S_t)$.

Due to the max operator in equation (A.36), $C(S_t)$ and $\pi(S_t)$ may have kinks in a region of $S_t$ where the zero lower bound constraint starts binding, a feature that makes it challenging to approximate these functions with smooth polynomials. We approach this feature following Gust, Herbst, López-Salido, and Smith (2017). Specifically, we approximate these variables using a piece-wise smooth function,

$$x(S_t) = 1(1 + \tilde{i}(S_t) > 1)\gamma_x^{\text{no zlb}} T(S_t) + 1(1 + \tilde{i}(S_t) \leq 1)\gamma_x^{\text{zlb}} T(S_t),$$

where $x = \{C, \pi\}$, $1 + \tilde{i}(S_t)$ is the “notional” interest rate at $S_t$ (the first term inside the max operator of equation (A.36)), $T(S_t)$ is a vector collecting Chebyshev’s polynomials evaluated at $S_t$ and $\{\gamma_x^{\text{no zlb}}, \gamma_x^{\text{zlb}}\}$ a set of coefficients.

The numerical solution of the model consists in choosing $\Gamma = \{\gamma_x^{\text{no zlb}}, \gamma_x^{\text{zlb}}\}_{x=C, \pi}$ so that equations (A.37) and (A.38) are satisfied for a set of collocation points $\tilde{S}_i \in S$. The choice of collocation points and the associated Chebyshev’s polynomials follows the method of Smolyak. Conditional expectations in equations (A.37) and (A.38) are evaluated using Gauss-Hermite quadrature.

The algorithm for the numerical solution of the model is as follows:

**Step 0.A: Defining the grid and the polynomials.** Set upper and lower bounds on the state variables $\bar{S} = [i, \hat{\theta}, \hat{A}, \epsilon_m, \hat{\beta}, \hat{\omega}]$. Given these bounds, construct a Smolyak grid and the associated Chebyshev’s polynomials.

**Step 1: Equilibrium conditions at the candidate solution.** Start with a guess for the model’s policy functions $\Gamma^c$. For each $\bar{S}_i$, compute $C^{\text{no zlb}}(\bar{S}_i), C^{\text{zlb}}(\bar{S}_i), \pi^{\text{no zlb}}(\bar{S}_i)$ and $\pi^{\text{zlb}}(\bar{S}_i)$ using the coefficients in $\Gamma^c$. Evaluate equation (A.34) using $C^{\text{no zlb}}(\bar{S}_i)$ and $\pi^{\text{no zlb}}(\bar{S}_i)$ to obtain $Y^{\text{no zlb}}(\bar{S}_i)$, and similarly obtain a value for $Y^{\text{zlb}}(\bar{S}_i)$. Use equation (A.35) and (A.36) along with $Y^{\text{no zlb}}(\bar{S}_i)$ and $\pi^{\text{no zlb}}(\bar{S}_i)$ to obtain the notional interest rate $1 + \tilde{i}(\bar{S}_i)$. Compute the actual interest rate $1 + i(\bar{S}_i) = \max\{1 + \tilde{i}(\bar{S}_i), 1\}$. 
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Step 3: Evaluate residual equations. For each $\tilde{S}^i$, compute the residual equations

$$R^1(\tilde{S}^i) \equiv \left[ \frac{1}{1 + \tilde{i}(\tilde{S}^i)} \right] - \beta \mathbb{E}\left[ \exp\{\theta' + \beta'\} \left( \frac{C(S')}{C_{\text{no } zlb}(\tilde{S}^i)} \right)^{-\sigma} \frac{1}{1 + \pi(S')} \right]$$

$$R^2(\tilde{S}^i) \equiv 1 - \beta \mathbb{E}\left[ \exp\{\theta' + \beta'\} \left( \frac{C(S')}{C_{\text{zlb}}(\tilde{S}^i)} \right)^{-\sigma} \frac{1}{1 + \pi(S')} \right].$$

Similarly, compute $R^3(\tilde{S}^i)$ and $R^4(\tilde{S}^i)$ using equation (A.38).

Step 4: Iteration. Let $R(\Gamma^c)$ the vector collecting all the computed residuals at the collocation point, and let $r$ be its Euclidean norm. If $r \leq 10^{-10}$, stop the algorithm. If not, update the guess and repeat Step 1-4. □

The specifics for the algorithm are as follows. The bounds on $[\hat{\theta}, \hat{A}, \epsilon_m, \hat{\beta}, \hat{\omega}]$ are +/-3 standard deviations from their mean. The bounds on $i$ is set to $[0, 0.20]$, wide enough to span the ergodic distribution of nominal interest rates. We consider a second-order Smolyak grid, and use 243 points for Gauss-Hermite quadrature (three points for each shock and tensor multiplications). Finally, we use a Newton algorithm to find the zeros of $R(\Gamma^c)$ at the collocation points.

F Quantitative analysis

In this Appendix we present additional details regarding the quantitative experiments of Section 5. We start with the estimation of the model, present some indicators of model fit and finally discuss in details the counterfactual of Section 5.4.

F.1 Model estimation

Draws from the posterior distribution of the model parameters are generated using the random walk Metropolis Hastings described in An and Schorfheide (2007). The proposal distribution is a multivariate normal, with variance-covariance matrix given by $c\Sigma$, where $\Sigma$ is the negative of the inverse hessian of the log-posterior evaluated at the posterior mode and $c$ is a constant that we set to obtain roughly a 30% acceptance rate in Markov chain. We generate 2 Markov chains of 300,000 each, and discard the first 200,000 draws in each chain. The statistics of the posterior distribution of model parameters reported in Table A-4 and Table A-5 are computed by combining the last 100,000 draws for each chain.
Table A-4: Prior and posterior distribution: structural parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Prior Mean</th>
<th>Prior St. dev.</th>
<th>Posterior Mean</th>
<th>Posterior 90% Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4 \times \kappa$</td>
<td>Gamma</td>
<td>85.00</td>
<td>15.00</td>
<td>81.39</td>
<td>[65.92, 97.58]</td>
</tr>
<tr>
<td>$\rho_i$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.25</td>
<td>0.64</td>
<td>[0.47, 0.78]</td>
</tr>
<tr>
<td>$\gamma_{\pi}$</td>
<td>Normal</td>
<td>3.00</td>
<td>2.00</td>
<td>3.88</td>
<td>[2.59, 5.52]</td>
</tr>
<tr>
<td>$\rho_{\theta}$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.28</td>
<td>0.79</td>
<td>[0.63, 0.93]</td>
</tr>
<tr>
<td>$\rho_A$</td>
<td>Beta</td>
<td>0.50</td>
<td>0.28</td>
<td>0.89</td>
<td>[0.78, 0.97]</td>
</tr>
<tr>
<td>$100 \times \sigma_{\theta}$</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>1.62</td>
<td>[0.90, 2.78]</td>
</tr>
<tr>
<td>$100 \times \sigma_A$</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>0.94</td>
<td>[0.68, 1.26]</td>
</tr>
<tr>
<td>$100 \times \sigma_m$</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>1.43</td>
<td>[1.07, 1.93]</td>
</tr>
</tbody>
</table>

Notes: The posterior statistics reports the mean, fifth and ninety-fifth percentile of the posterior distribution estimated by pooling 2 Markov chains with 100,000 draws each (with a 200,000 draw burn-in period for each chain).

F.2 Posterior predictive checks

We perform posterior predictive checks in order to assess model fit. Let \{$\Theta_i$\}_{i=1}^N be \(N = 1000\) draws from the posterior distribution of the model parameters. For each draw \(i\), we solve the RA representation at \(\Theta_i\), simulate a sample of length \(T = 1250\) of aggregate data from the RA representation, and use the last 250 draws to compute a set of statistics on the model simulated data, \(s^T(\Theta_i)\). In our application, we focus on the sample mean, standard deviation and autocorrelation of output, inflation and nominal interest rates, as well as the cross-correlation among these three variables. This procedure allow us to obtain the posterior distribution of the sample statistics for the estimated model and to assess whether the model can replicate the observed statistical features for these variables. See Aruoba, Bocola, and Schorfheide (2017) for a discussion of posterior predictive analysis for the evaluation of dynamic stochastic general equilibrium models.

The solid line in Figure A-5 plots the posterior density of the sample statistics under consideration, while the dotted line reports the same statistics computed using the U.S. data in our sample. We can see that the model for the most part captures the statistical behavior of these three series: with few exceptions, each of the sample statistic under consideration lies well within the model posterior distribution for the same statistic.

F.3 Counterfactuals

We now detail the counterfactual experiment of Section 5. We first explain how we use the particle filter to obtain an estimate of the structural shocks. Next, we discuss how we generate the decomposition of Figure 4.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Distribution</th>
<th>Prior Mean</th>
<th>St. dev.</th>
<th>Mean 90% Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_{\beta,\beta} )</td>
<td>Beta</td>
<td>0.50</td>
<td>0.25</td>
<td>0.32 [0.15, 0.48]</td>
</tr>
<tr>
<td>( \phi_{\omega,\beta} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.01 [-0.10, 0.08]</td>
</tr>
<tr>
<td>( \phi_{\omega,\omega} )</td>
<td>Normal</td>
<td>0.50</td>
<td>0.25</td>
<td>0.91 [0.81, 0.98]</td>
</tr>
<tr>
<td>( A_{\beta,i} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.06 [-0.07, 0.18]</td>
</tr>
<tr>
<td>( B_{\beta,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.00 [-0.10, 0.10]</td>
</tr>
<tr>
<td>( B_{\beta,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.07 [-0.19, 0.05]</td>
</tr>
<tr>
<td>( C_{\beta,\theta} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.04 [-0.19, 0.10]</td>
</tr>
<tr>
<td>( C_{\beta,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.04 [-0.07, 0.15]</td>
</tr>
<tr>
<td>( C_{\beta,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.09 [-0.11, 0.22]</td>
</tr>
<tr>
<td>( A_{\omega,i} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.01 [-0.16, 0.14]</td>
</tr>
<tr>
<td>( B_{\omega,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.06 [-0.04, 0.23]</td>
</tr>
<tr>
<td>( B_{\omega,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.06 [-0.07, 0.20]</td>
</tr>
<tr>
<td>( C_{\omega,\theta} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.04 [-0.10, 0.19]</td>
</tr>
<tr>
<td>( C_{\omega,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.02 [-0.18, 0.16]</td>
</tr>
<tr>
<td>( C_{\omega,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00 [-0.10, 0.11]</td>
</tr>
<tr>
<td>( 100 \times \sigma_{\beta} )</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>3.35 [2.52, 4.33]</td>
</tr>
<tr>
<td>( 100 \times \sigma_{\omega} )</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>2.54 [1.67, 3.62]</td>
</tr>
<tr>
<td>( \rho_{\varepsilon_{\beta},\varepsilon_{\omega}} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.20</td>
<td>0.09 [-0.08, 0.27]</td>
</tr>
<tr>
<td>( \phi_{\omega,\omega} )</td>
<td>Beta</td>
<td>0.50</td>
<td>0.25</td>
<td>0.81 [0.62, 0.95]</td>
</tr>
<tr>
<td>( A_{\omega,i} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.05 [-0.24, 0.17]</td>
</tr>
<tr>
<td>( B_{\omega,\beta} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.07 [-0.21, 0.08]</td>
</tr>
<tr>
<td>( B_{\omega,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.08 [-0.06, 0.21]</td>
</tr>
<tr>
<td>( B_{\omega,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.02 [-0.12, 0.22]</td>
</tr>
<tr>
<td>( C_{\omega,\theta} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.10 [-0.23, 0.01]</td>
</tr>
<tr>
<td>( C_{\omega,A} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>0.04 [-0.07, 0.16]</td>
</tr>
<tr>
<td>( C_{\omega,\varepsilon} )</td>
<td>Normal</td>
<td>0.00</td>
<td>0.10</td>
<td>-0.07 [-0.21, 0.06]</td>
</tr>
<tr>
<td>( 100 \times \sigma_{\omega,\omega} )</td>
<td>InvGamma</td>
<td>1.00</td>
<td>5.00</td>
<td>5.18 [3.36, 7.42]</td>
</tr>
</tbody>
</table>

Notes: This table reports estimates for the parameters in (32). The parameter \( A_{y,x} \) stands for the loading of an element \( x \) of \( X_t \) on the variable \( y \) in \( T_{t+1} \). These parameters define the matrix \( A \) in (32). The parameters \( B_{y,x} \) and \( C_{y,x} \) are defined in a similar manner. The posterior statistics are constructed as explained in the note to Table A-4.

The RA representation implies the following law of motion for the model’s variables

\[
Y_t = g(S_t) + \eta_t \\
S_t = f(S_{t-1}, \varepsilon_t).
\]
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Notes: The solid line reports the density of \( \{ s^T(\Theta_i) \}_{i=1}^{1000} \) estimated using kernel smoothing. See the text for details on the computation of \( \{ s^T(\Theta_i) \}_{i=1}^{1000} \). The dotted vertical line reports the same statistic computed using U.S. data.

Figure A-5: Posterior predictive checks

The first set of equations describes the evolution of the observables \( Y_t \) with \( \eta_t \) being a vector of iid Gaussian errors with a diagonal variance-covariance matrix equal to \( H \). The second equation describes the evolution of the state variables \( S_t \). The vector \( \varepsilon_t \) collects the innovations to the structural shocks \( \hat{\theta}_t, \hat{A}_t, \) and \( \hat{\epsilon}_m \), and the preference wedges \( \hat{\beta}_t, \hat{\omega}_t \) and \( \hat{\omega}_{cm} \). The functions \( g(\cdot) \) and \( f(\cdot) \) are generated using the numerical algorithm described previously and they depend implicitly on the structural parameters of the model.

Fix the vector of model parameters \( \phi \), and denote by \( Y_t = [Y_1, \ldots, Y_t] \) the vector collecting data and by \( p(S_t|Y_t) \) the conditional distribution of the state vector given observations up to period \( t \). Although the conditional density of \( Y_t \) given \( S_t \) is known and Gaussian, there is no analytical expression for the density \( p(S_t|Y_t) \). We use the particle filter to approximate this density for each \( t \). The approximation is done via a set of pairs \( \{ S^i_t, \tilde{w}^i_t \}_{i=1}^N \), in the sense that

\[
\frac{1}{N} \sum_{i=1}^N f(S^i_t) \tilde{w}^i_t \xrightarrow{a.s.} \mathbb{E}[f(S_t)|Y_t].
\]

We refer to \( S^i_t \) as a particle and to \( \tilde{w}^i_t \) as its weight. The algorithm used to approximate \( \{ p(S_t|Y_t) \}_t \) builds on Kitagawa (1996), and it goes as follows:

**Step 0: Initialization.** Set \( t = 1 \). Initialize \( \{ S^i_0, \tilde{w}^i_0 \}_{i=1}^N \) and set \( \tilde{w}_0^i = 1 \ \forall i \).

**Step 1: Prediction.** For each \( i = 1, \ldots, N \), obtain a realization for the state vector \( S^i_{t|t-1} \) given \( S^i_{t-1} \) by simulating the model forward.

**Step 2: Filtering.** Assign to each particle \( S^i_{t|t-1} \) the weight

\[
\tilde{w}_t^i = p(Y_t|S^i_{t|t-1}) \tilde{w}_{t-1}^i.
\]
Step 3: Resampling. Rescale the weights \( \{w^i_t\} \) so that they add up to one, and denote these rescaled values by \( \{\tilde{w}^i_t\} \). Sample \( N \) values for the state vector with replacement from \( \{S^i_{t|t-1}, \tilde{w}^i_t\}_{i=1}^N \), and denote these draws by \( \{S^i_t\}_i \). Set \( \tilde{w}^i_t = 1 \forall i \). If \( t < T \), set \( t = t + 1 \) and go to Step 1. If not, stop. □

In our exercise, the measurement equation includes nominal interest rates, linearly detrended real GDP, inflation, \( \hat{\beta}_t, \hat{\omega}_t \) and \( \hat{\omega}^c_{m, t} \). The variance on the measurement errors on the first three variables is set to 0.5% of their unconditional variance, while we set the variance of the measurement errors on the wedges to 10% of their unconditional variance. We set \( N \) to 1,000,000. Given the vector of model parameters \( \phi \), we solve the model using the algorithm in Online Appendix E, apply the particle filter to our data, and obtain an estimate for the latent states. We repeat this procedure for 1000 approximately iid draws from the posterior distribution of the model parameters. Figure 3 reports the posterior mean and 90% credible sets for \( Y_t \) and \( S_t \).

In order to generate the counterfactual of Figure 4, we first solve the model setting \( \hat{\beta}_t = 0 \) and by setting the stochastic process of the labor supply wedge to those of \( \hat{\omega}^c_{m, t} \). Let’s denote by \( g^c_{m}(.) \) and \( f^c(\cdot) \) the policy function of the complete market counterfactual. We then compute the counterfactual value of a variable \( y_t \) as

\[
y^c_{t} = \sum_{i=1}^{N} g^c_{y}(S^i_t)\tilde{w}^i_t,
\]

where \( S^i_t = [\hat{\theta}^i_t, \hat{A}^i_t, c^i_{m, t}, \hat{\omega}^i_t \times (\hat{\omega}^c_{m, t}/\hat{\omega}_t)] \). We repeat this procedure for 1000 draws from the posterior distribution of model parameters in order to construct credible sets.

F.4 Robustness

In our analysis we have set the population mean of the two wedges to 1. This assumption has important implications for how imperfect risk sharing affects the average behavior of macroeconomic variables, as it implies that the steady state would not change if we were to switch to an economy with complete markets. While our paper does not focus on long run averages, it is nonetheless important to ask whether this assumption also impacts the business cycle properties of the counterfactual economy with complete markets and, if so, whether that affects the main conclusion of the paper.

To address this question, we repeat our counterfactual analysis under different assumptions regarding the mean of the wedges. Let \( \mu_{\hat{\beta}} \) be the population mean of the discount
The analysis in the main text is conducted under the assumption that $\mu_{\beta} = 1.00$. In this Appendix, we repeat the main counterfactual experiment of the paper for two alternative values of this parameter, $\mu_{\beta} = \{1.02, 1.04\}$. For the RA representation to fit the same data, we need to adjust the level of the discount factor $\beta$ so that

$$\beta \times \mu_{\beta} = 0.99.$$  

Given this adjustment, the RA representation gives the same policy functions irrespective of the value of $\mu_{\beta}$. The complete market counterfactual, however, features different behavior for the endogenous variables. For example, the real interest rate in the counterfactual is approximately 3% when $\mu_{\beta} = 1.02$ and 5% when $\mu_{\beta} = 1.04$, while it equals 1% in our benchmark. Our question is whether the different values for $\mu_{\beta}$ also affect the business cycle properties of macroeconomic aggregates. For that purpose, we repeat the counterfactual experiment of Section 5.4 for different values of $\mu_{\beta}$.

Figure A-6 plots the results of this experiment. The solid line reports the posterior mean of the counterfactual path of output in our benchmark ($\mu_{\beta} = 1.00$), while the circled and dotted line report the same object for $\mu_{\beta} = \{1.02, 1.04\}$. We can see that the three lines lie almost on top of each other: output in the counterfactual economy with complete markets

\footnote{We will focus on the discount factor wedge because the behavior of the labor disutility wedge is not that important in our application.}
falls by roughly 4% of its 2007 value during the Great Recession, irrespective of the value of $\mu_\beta$. That is, while the average of the discount factor wedge affects the steady state of this economy, it does not affect much the dynamics of output around it.

To understand this result, note that changes in $\mu_\beta$ in the counterfactual economy are isomorphic to changes in the rate of time preference $\beta$ in the standard three equations New Keynesian model. When we express variables in log deviations from steady state, $\beta$ enters the equilibrium conditions only in the forward looking component of the NK Phillips curve. Due to the degree of price stickiness that we estimate, inflation is fairly stable over time and changing $\beta$ affects little the dynamics of inflation and of the other endogenous variables. This explains why different choices of $\mu_\beta$ in our framework have little effects on the behavior of output in our counterfactual.